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Newton's Method to Determine Fourier Coefficients and  

Wave Properties for Deep Water Waves 
 

JangRyong Shin 1 

1
Engineer, Offshore structure design department, Daewoo Shipbuilding & Marine Engineering co., LTD, Geoje, Korea 
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ABSTRACT: Since Chappelear developed a Fourier approximation method, considerable research efforts have been made. On the other hand, 

Fourier approximations are unsuitable for deep water waves. The purpose of this study is to provide a Fourier approximation suitable even for deep 

water waves and a numerical method to determine the Fourier coefficients and the wave properties. In addition, the convergence of the solution was 

tested in terms of its order. This paper presents a velocity potential satisfying the Laplace equation and the bottom boundary condition (BBC) with a 

truncated Fourier series. Two wave profiles were derived by applying the potential to the kinematic free surface boundary condition (KFSBC) and the 

dynamic free surface boundary condition (DFSBC). A set of nonlinear equations was represented to determine the Fourier coefficients, which were 

derived so that the two profiles are identical at specified phases. The set of equations was solved using Newton’s method. This study proved that there 

is a limit to the series order, i.e., the maximum series order is N=12, and that there is a height limitation of this method which is slightly lower than the 

Michell theory. The reason why the other Fourier approximations are not suitable for deep water waves is discussed.  

  

 

1. Introduction 
 

The undulations on the water surface adopt inherently beautiful 

forms, such as the smooth regular features of progressive waves. On 

the other hand, despite the innate curiosity concerning water wave 

motion, it was only in the 19th century by Airy that efforts to provide 

a mathematical description of wave motion began in earnest (Henry, 

2008). Since the early development of the theory describing the 

waves using the perturbation method by Stokes (1847), many 

nonlinear solutions were obtained, both analytically and numerically.  

Based on the use of truncated Fourier expansions for flow field 

quantities, Chappelear (1961) and Dean (1965) developed a ‘Fourier 

approximation’ (Tao et al., 2007). By choosing the expansions to 

satisfy the Laplace equation and the BBC, the problem was reduced 

to solving a set of nonlinear equations for each of the Fourier 

coefficients, and the wave properties (Tao et al., 2007). As the set of 

nonlinear equations is derived from the finite series, the expansions 

were represented by truncated Fourier expansions, which is why they 

are coined as Fourier approximations. Considerable research 

(Chappelear, 1961; Dean, 1965; Chaplin, 1979; Rienecker and 

Fenton, 1981; Fenton, 1988) has been conducted on this approach.  

The steam function theory was developed by Dean (1965). Dean 

(1965) proposed the use of the root mean square errors (RMSE) in the 

dynamic free surface boundary condition (DFSBC) and the kinematic 

free surface boundary condition (KFSBC) as an error evaluation 

criterion for wave theories. Dean (1965) also defined the Lagrangian 

function by introducing the linear summation of the two errors on the 

free surface with a Lagrange multiplier. Fourier coefficients were 

determined to minimize the Lagrangian function. The required order (N) 

of the stream function theory is determined by the wave steepness and 

shallow water parameter. For N = 1, the stream function theory reduces 

to the Airy wave theory. As the breaking wave height is approached, 

more terms are required to accurately represent the wave. Det Norske 

Veritas (DNV, 2010) described that stream function wave theory has an 

error of more than 1% in deep water waves whose height is over 90% 

of the breaking limit even though the required order is increased (See 

Figs. 3–4 in DNV (2010)). Chaplin (1979) applied the Schmidt 

orthogonalization process as an alternative to Dean’s method and 

obtained improved results (Tao et al., 2007). 

Rienecker and Fenton (1981) also adopted the stream function 

introduced by Dean (1965). The unknown constants were calculated 

directly with Newton’s method in Rienecker and Fenton (1981). 

Therefore, the method required partial derivatives with regard to 

unknown constants, which complicated the numerical formulation of 

Newton’s method. Fenton (1988) obtained all the partial derivatives for 

simplification of this method numerically. Because the reference depth 

parameter is simultaneously determined with the Fourier coefficients, 

the required order should be increased to reduce the numerical error in 

the water depth condition. Newton’s method is unstable because the 

number of unknown coefficients increases when the required order 
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increases. Therefore, the Newton method requires an initial solution 

closer to the exact solution. To solve it, in common with other versions 

of the Fourier approximation, it is sometimes necessary to solve a 

sequence of lower waves, extrapolating forward in height steps until the 

desired height is reached (Fenton, 1988). This problem can be avoided 

using the sequence of height steps (Fenton, 1990). As Rienecker and 

Fenton (1981) pointed out, several aspects of Fourier approximations 

beyond just the truncation of the series inhibited its widespread use 

(Tao et al., 2007). Neither of the above stream function approaches can 

be applied to waves in deep water because the stream function 

expansions contain hyperbolic functions (Fenton, 1988). 

Shin (2016) reported that most numerical errors resulted from 

denominators in the stream function, the numerical integration of the 

water depth condition, and problems involved in Newton’s method. Shin 

(2016) solved the problems by separately calculating the water depth 

condition and introducing deep water velocity potential without 

denominators and a dimensionless coordinate system. The flow field was 

represented with a velocity potential to satisfy the Laplace equation and 

the bottom boundary condition (BBC). Two wave profiles were 

calculated by applying the velocity potential to the KFSBC and the 

DFSBC. The potential contains N+2 unknown constants, which are N 

Fourier coefficients, the wave steepness, and the reference depth 

parameter, while the stream function contains 2N+6 unknown constants 

(Rienecker and Fenton, 1981; Fenton, 1988). The wavelength and the 

reference depth parameter are not coupled to the Fourier coefficients 

because the dimensionless coordinate system was defined with the phase 

and the dimensionless elevation. Therefore, the wavelength and the 

reference depth parameter were determined independently. As a result, 

the required order was reduced in Shin (2016) and Shin (2021).  

All the above-mentioned advantages resulted from the dimensionless 

coordinate system (Refer to Figs. 1 and 2). In addition to the advantages, 

there are some advantages to the coordinate system in Fig. 2. The 

independent variable is the relative horizontal position with regard to the 

wavelength in the moving coordinate system (Rienecker and Fenton, 

1981; Fenton, 1988). The horizontal positions are also unknown values in 

Fenton’s method because the wavelength is an unknown constant, which 

makes the numerical procedure much more complicated. On the other 

hand, the independent variable is the phase in the range [0, π] in Shin 

(2016), which is a known value. In addition, partial derivatives with 

regard to the wavelength are unnecessary, unlike Fenton’s method 

(Rienecker and Fenton, 1981; Fenton, 1988). All the partial derivatives 

necessary can be calculated with tensor analysis, while they are calculated 

numerically in Fenton’s method. Therefore, there are no errors in the 

partial derivatives, unlike Fenton’s method. The numerical formulation of 

Newton’s method was also represented by tensor analysis. 

Some waves near the breaking limit were calculated for verification, 

and their errors were checked with Dean’s criteria. The deep water 

breaking limit was checked. According to the required order, the trend 

of numerical error was checked. There is a limit to the series order, i.e., 

N ≤ 12. This is why the other approximations are unsuitable for deep 

water waves. 

 

2. Complete Solution 
 

The complete solution was presented by Shin (2016), and the results 

are summarized in this chapter. Two coordinate systems were adopted to 

describe a progressive water wave. One is the conventional coordinate  

 
Fig. 1 Conventional coordinate system for a progressive wave (𝐻: 

wave height, 𝑇 : wave period, 𝐿 : wavelength, 𝜂(𝑡, 𝑥) : free 

surface elevation from the still water line (SWL)). 
 

 
Fig. 2 Dimensionless coordinate system for a progressive wave. 

 

system (𝑡, 𝑥, 𝑦) shown in Fig. 1. The origin is located on the still water 

line. The x-axis is in the direction of the wave propagation, the y-axis 

points upwards, and 𝑡 is time. The fluid domain is bounded by the free 

surface y = 𝜂(𝑡, 𝑥).  

The other coordinate system (𝛽, 𝛼) is the dimensionless stationary 

frame shown in Fig. 2. The origin is located at the point under the crest 

on the reference line, which is the horizontal line passing through two 

points at 𝜂𝑜 = 𝜂(±90°) on the free surface. Therefore, the wave profile 

is a fixed, periodic, and even function in the system. The horizontal axis 

is the phase, 𝛽 = 𝑘𝑥 − 𝜔𝑡, whose domain is −𝜋 ≤ 𝛽 ≤ 𝜋, where 𝑘 is the 

wave number defined by 𝑘 ≝ 2𝜋/𝐿  and 𝜔  is the angular frequency 

defined by 𝜔 ≝ 2𝜋/𝑇. The vertical axis is the dimensionless elevation 

from the reference line, 𝛼 = 𝑘(𝑦 − 𝜂0) in α ≤ ζ, where 𝜁 = 𝑘(𝜂 − 𝜂0) is 

the dimensionless free surface elevation from the reference line. 

The velocity potential in finite depth is represented in Shin (2019). 

The hyperbolic functions in the denominator are divergent as the water 

depth increases. Therefore, the potential is represented by the original 

deep water form without the hyperbolic functions.  

𝜙 =
𝜔

𝑘2
∑𝑎𝑛e

𝑛𝛼 sin 𝑛𝛽

𝑁

𝑛=1

 (1) 

 

where 𝑎𝑛  is a Fourier coefficient, which is dimensionless. The 

horizontal water-particle velocity is 
 

𝑢(𝛽, 𝛼) = 𝑐∑𝑛𝑎𝑛e
𝑛𝛼 cos 𝑛𝛽

𝑁

𝑛=1

 (2) 

 

where 𝑐 = 𝜔/𝑘 is the wave celerity. The vertical water-particle velocity 

is 

𝑡, 𝑥SWL

𝑦

 

𝑇 2 𝐿 2 or

𝑇   𝐿   or

𝜂(𝑡, 𝑥)𝐻

−𝜂0

SWL

𝛼

 

𝜋 2 

𝜁(𝛽)
 

−𝑘𝜂0

𝜋

𝛽

𝑘𝜂(𝛽)

𝜋 2 

A

B

C

B

A
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𝑣(𝛽, 𝛼) = 𝑐∑𝑛𝑎𝑛e
𝑛𝛼 sin 𝑛𝛽

𝑁

𝑛=1

 (3) 

 

lim
𝛼→−∞

𝑣 = 0, which is the BBC. The water-particle accelerations in the 

horizontal direction and the vertical direction are represented as follows: 

 

𝜕𝑢

𝜕𝑡
=
𝜔2

𝑘
∑𝑛2𝑎𝑛e

𝑛𝛼  sin 𝑛𝛽

𝑁

𝑛=1

 (4) 

  

𝜕𝑣

𝜕𝑡
= −

𝜔2

𝑘
∑𝑛2𝑎𝑛e

𝑛𝛼 cos 𝑛𝛽

𝑁

𝑛=1

 (5) 

 

The KFSBC is presented by an ordinary differential equation in the 

coordinate system. Solving the differential equation, the wave profile 

was calculated as follows (Refer to Appendix A): 

 

ζ = ∑𝑎𝑛 {𝑒
𝑛𝜁 cos 𝑛𝛽 − cos

𝑛𝜋

2
}

𝑁

𝑛=1

 (6) 

 

The integral constant was determined by the definition of the 

reference line, i.e., 𝜁(±𝜋/2) = 0. Eq. (6) contains only N coefficients, 

while Rienecker et al. (1981) contains N+5 unknown constants, which 

are N+1 coefficients, the wave number, celerity, volume rate, and 

Bernoulli’s constant. Compared to Rienecker et al. (1981), Eq. (6) is 

simple. Unknown constants are reduced dramatically by introducing the 

coordinate system in Fig. 2. Bernoulli’s equation is represented in the 

dimensionless coordinate system as follows: 

 
𝑝(𝛽, 𝛼)

𝜌𝑐2
= 𝑈(𝛽, 𝛼) − 𝑈0 −

1

2
{𝑈2(𝛽, 𝛼) + 𝑉2(𝛽, 𝛼)}

+
1

2
(𝑈0

2 + 𝑉0
2) −

 𝛼

𝜃
 

(7) 

 

where 𝜌 is the water density, and 𝑈 and 𝑉 are dimensionless horizontal 

and vertical velocities defined by 𝑈 ≝ 𝑢/𝑐  and 𝑉 ≝ 𝑣/𝑐 . Bernoulli’s 

constant is eliminated by the definition of the reference line, i.e., 

𝑝(±π/2, 0) = 0. 𝑈0 = 𝑈(±𝜋/2,0) and 𝑉0 = 𝑉(±𝜋/2,0) are velocities at 

the phase of 𝛽 = ±𝜋/2 on the free surface. The linear steepness is 

defined with 𝜃 ≝ (𝜔2𝐻)/𝑔 where 𝑔 is gravity and 𝐻 is the wave height. 

The linear steepness is a constant for a particular wave. The other wave 

profile is calculated by applying the DFSBC (𝑝(𝛽, 𝜁) = 0) to Eq. (7), as 

follows: 

 
𝜁 

θ
 = 𝑈(𝛽, 𝜁) − 𝑈0 −

1

2
{𝑈2(𝛽, 𝜁) + 𝑉2(𝛽, 𝜁)} +

1

2
(𝑈0

2 + 𝑉0
2) (8) 

 

Eq. (8) contains only N coefficients and wave steepness. In addition, 

Eq. (8) also satisfies that ζ(±π/2) = 0. Dimensionless wave height 

(steepness) is defined by  ≝ 𝑘𝐻 , which provides the dispersion 

relation because the wave number is calculated as 𝑘 =  /𝐻 . The 

reference line is determined by the water depth condition presented as 

follows: 

 

𝑘𝜂0 = −
1

2𝜋
∫ 𝜁𝑑𝛽

𝜋

−𝜋 

 (9) 

 

The steepness is determined by the wave height condition presented 

as follows: 

 = 𝜁(0) − 𝜁(𝜋) (10) 

 

For 𝑁 → ∞ , Eqs. (1)–(10) provide the complete solution to 

irrotational deep water waves. The solution contains N+2 unknown 

constants, i.e., the Fourier coefficient, 𝑎n , wave steepness,  , and 

reference depth parameter, 𝑘𝜂0.  

This study aims to present a method to numerically determine the 

constants. N+2 equations are necessary to determine the unknown 

constants. The two profiles in Eqs. (6) and (8) should be identical for all 

phases. Hence, a set of N equations are obtained so that Eqs. (6) and (8) 

are equal at N phases. In addition, there are two equations, i.e., Eqs. (9) 

and (10). As a result, there are N+2 equations to determine the 

unknown constants.  

An example for N = 1 and for N = 2 is presented in Appendix B and 

C, and Shin (2016) and Shin (2021) presented an example for N = 3. 

This method is further simplified and generalized by tensor analysis in 

the next chapter. 

 

3. The Fourier Coefficients and the Steepness 
 

A method to determine the Fourier coefficients and the steepness is 

presented for an arbitrary number of N.  

In the other Fourier approximations (Rienecker and Fenton (1981), 

Fenton (1988)), the profile, 𝜂  is directly calculated instead of ζ . 

Therefore, Eq. (9) must be simultaneously calculated with the 

coefficients. In this study, however, the profile 𝜂 was calculated with ζ. 

Therefore, Eq. (9) was not coupled with the coefficients in this study 

and was calculated after they were determined. Hence, Eq. (9) is not 

considered in this chapter.  

When the wave profile, 𝜁 is prescribed in advance, it is possible to 

convert Eq. (6) to a set of linear equations to determine the coefficients. 

Because the wave profile is an even function, the phases β𝑚 for 𝑚 =

1,2, … , 𝑁  are considered in the range, 0 ≤ 𝛽𝑚 ≤ 𝜋  and 𝛽𝑚 ≠ 𝜋/2 

because Eqs. (6) and (8) already satisfy that ζ(±π/2) = 0. β1 = 0 and 

β𝑁 = 𝜋. Letting 𝑋𝑚 = 𝜁(𝛽𝑚), Eq. (6) is represented at the phase β𝑚 as 

follows: 

 

𝐾𝑚𝑛𝑎𝑛 = 𝑋𝑚 (11) 

 

The summation convention is considered in Eq. (11). The repeated 

subscript “n” is a dummy subscript. 𝐾𝑚𝑛 is a second-order tensor, 𝑎𝑛 

and 𝑋𝑚  are vectors in N-dimensional space. The component of the 

tensor 𝐾𝑚𝑛 is presented as follows: 

 

𝐾𝑚𝑛 = 𝑒𝑛𝑋𝑚 cos(𝑛𝛽𝑚) − cos (
𝑛𝜋

2
) (12) 

 

Using the inverse tensor 𝑅𝑚𝑛 of the tensor 𝐾𝑚𝑛, the solution to Eq. 

(11) is determined easily as follows: 

 

𝑎𝑛 = 𝑅𝑛𝑚𝑋𝑚 (13) 

 

Using Eq. (8), the error vector 𝐸𝑚 in the DFSBC is defined as 

 

𝐸𝑚 = −
𝑋𝑚 

θ
+ 𝑈𝑚𝑛𝑎𝑛  −

1

2
ε𝑚𝑝𝑞𝑈𝑝𝑛𝑎𝑛 𝑈𝑞𝑗𝑎𝑗

−
1

2
ε𝑚𝑝𝑞𝑉𝑝𝑛𝑎𝑛 𝑉̅𝑞𝑗𝑎𝑗 

(14) 

 

where  = 𝑋1 − 𝑋𝑁  from the wave height condition in Eq. (10). 
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Therefore, the wave height condition is automatically integrated in Eq. 

(14). The components of the second-order tensors in Eq. (14) are 

represented as follows: 

 

𝑈𝑚𝑛 = 𝑛 {e𝑛𝑋𝑚 cos(𝑛𝛽𝑚) − cos (
𝑛𝜋

2
)} (15) 

 

𝑈𝑚𝑛 = 𝑛 {e𝑛𝑋𝑚 cos(𝑛𝛽𝑚) + cos (
𝑛𝜋

2
)} (16) 

 

𝑉𝑚𝑛 = 𝑛 {e𝑛𝑋𝑚 sin(𝑛𝛽𝑚) − sin (
𝑛𝜋

2
)} (17) 

 

𝑉̅𝑚𝑛 = 𝑛 {e𝑛𝑋𝑚 sin(𝑛𝛽𝑚) + sin (
𝑛𝜋

2
)} (18) 

 

The third-order tensor 𝜀𝑖𝑗𝑝 is defined as follows: 

 

ε𝑝𝑞𝑟 = {
1  for 𝑝 = q = r

0  for the other case
 (19) 

 

A set of N nonlinear equations represented by 𝐸𝑚 = 0 for 𝑋𝑚  are 

obtained by substituting Eq. (13) into Eq. (14). The set of equations is 

solved with Newton’s method. A set of linear equations can be derived 

by denoting partial derivatives of a tensor using commas and indices as 
∂( )

∂Xi
= ( ),𝑖  and applying Newton’s method to Eq. (14). 

 

𝐸𝑚,𝑖𝛥Xi = −𝐸𝑚  (20) 

 

Because 𝛥𝑋𝑖
[𝑟]

= 𝑋𝑖
[𝑟+1]

− 𝑋𝑖
[𝑟]

, the solution in the next step is 

 

𝑋𝑖
[𝑟+1]

= 𝑋𝑖
[𝑟]

+ 𝛥𝑋𝑖
[𝑟]

 (21) 

 

The superscript [𝑟] with [ ] means the step of Newton’s method. All 

the steps are rth in all equations except Eq. (21) in this chapter. 

Therefore, for the simplification of equations, the superscript [𝑟] was 

omitted in all the equations except Eq. (21). Differentiating Eq. (14) 

with respect to 𝑋𝑖, the partial derivative 𝐸𝑚,𝑖 of the error vector is 

 

𝐸𝑚,𝑖 = −
𝛿𝑚𝑖 

𝜃
−
𝑋𝑚 ,𝑖 

𝜃
+ 𝑈𝑚𝑛,𝑖𝑎𝑛 + 𝑈𝑚𝑛𝑎𝑛,𝑖 

−
1

2
𝜀𝑚𝑝𝑞𝑈𝑝𝑛,𝑖𝑎𝑛 𝑈̅𝑞𝑗𝑎𝑗 −

1

2
𝜀𝑚𝑝𝑞𝑈𝑝𝑛𝑎𝑛,𝑖 𝑈𝑞𝑗𝑎𝑗 

−
1

2
𝜀𝑚𝑝𝑞𝑈𝑝𝑛𝑎𝑛 𝑈̅𝑞𝑗,𝑖𝑎𝑗 −

1

2
𝜀𝑚𝑝𝑞𝑈𝑝𝑛𝑎𝑛 𝑈𝑞𝑗𝑎𝑗,𝑖 

−
1

2
𝜀𝑚𝑝𝑞𝑉𝑝𝑛,𝑖𝑎𝑛 𝑉̅𝑞𝑗𝑎𝑗 −

1

2
𝜀𝑚𝑝𝑞𝑉𝑝𝑛𝑎𝑛,𝑖 𝑉̅𝑞𝑗𝑎𝑗 

−
1

2
𝜀𝑚𝑝𝑞𝑉𝑝𝑛𝑎𝑛 𝑉̅𝑞𝑗,𝑖𝑎𝑗 −

1

2
𝜀𝑚𝑝𝑞𝑉𝑝𝑛𝑎𝑛 𝑉̅𝑞𝑗𝑎𝑗,𝑖 

(22) 

 

Differentiating Eqs. (15)–(18) with respect to 𝑋𝑖, the components of 

the third-order tensors are 

 

𝑈𝑚𝑛,𝑞 = 𝑈𝑚𝑛,𝑞 = 𝑛2𝛿𝑚𝑞e
𝑛𝑋𝑚 cos(𝑛𝛽𝑚) (23) 

 

𝑉𝑚𝑛,𝑞 = 𝑉̅𝑚𝑛,𝑞 = 𝑛2𝛿𝑚𝑞e
𝑛𝑋𝑚 sin(𝑛𝛽𝑚) (24) 

 

Because  = 𝑋1 − 𝑋𝑁,  

 

 ,𝑖 = {
1  for 𝑖 = 1

0  for 𝑖 ≠ 1 or 𝑁
−1 for 𝑖 = 𝑁

} 
(25) 

 

Differentiating Eq. (11) with respect to 𝑋𝑝, we have 

 

𝐾𝑚𝑛,𝑝𝑎𝑛 + 𝐾𝑚𝑛𝑎𝑛,𝑝 = 𝛿𝑚𝑝 (26) 

 

where 𝑋𝑚,𝑝 = 𝛿𝑚𝑝  and 𝛿𝑚𝑝  is the second-order isotropic tensor. 

Multiplying Eq. (26) by the tensor 𝑅𝑖𝑚 , the partial derivative of the 

coefficient is easily determined as follows: 

 

𝑎𝑖,𝑝 = 𝑅𝑖𝑝 − 𝑅𝑖𝑚𝐾𝑚𝑛,𝑝𝑎𝑛 (27) 

 

where 𝑅𝑖𝑚𝐾𝑚𝑛 = 𝛿𝑖𝑛  and 𝛿𝑖𝑛𝑎𝑛,𝑝 = 𝑎𝑖,𝑝.  Differentiating Eq. (12) with 

respect to 𝑋𝑝,  

 

𝐾𝑚𝑛,𝑝 = 𝛿𝑚𝑝𝑛e
𝑛𝑋𝑚 cos 𝑛𝛽𝑚 (28) 

 

Therefore, all the partial derivatives necessary were easily obtained 

without errors, unlike Fenton (1988).  

Representing an individual component of a tensor as shown in Eqs. 

(12), (15)–(18), (23)–(24), and (28), the summation convention was not 

considered. As a criterion of convergence, the Root Mean Square Error 

in the DFSBC proposed by Dean (1965) was adopted. Dividing the 

inner product of the error vector 𝐸𝑚 by N, the RMSE in the DFSBC 

(Dean, 1965) is defined as follows: 

 

RMSE =
√𝐸𝑚𝐸𝑚

𝑁
× 100 % (29) 

 

Newton’s method was rapidly convergent to the complete solutions 

(whose RMSE ≤ 10−13% within three steps) when the result of Shin 

(2021) was used as the first step solution. There are some differences in 

the above approach compared to Fenton’s method (Rienecker et al., 

1981; Fenton, 1988).  

 

• Eq. (11) is linear and decoupled from Eq. (20). 

• All the partial derivatives with respect to wavelength are not 

required.  

• All equations can be formulated with tensor analysis.   

• 𝑋𝑖 are merely parameters for calculating the coefficients and the 

steepness in this study. After determining the coefficients, 𝑋𝑖 are 

no longer used. Hence, the wave elevation is denoted with 𝑋𝑖 

instead of 𝜁𝑖 in Eqs. (11)–(28).  

• After determining the coefficients and the steepness, the wave 

profile and water depth condition were calculated separately, as 

presented in the next chapter. 

 

4. Wave Profile and Reference Depth Parameter 

 

The Fourier coefficients and the steepness were determined in 

advance. Therefore, the wave profile can be calculated with Eq. (6) as 

follows: Eq. (6) is represented as 

 

𝐹(𝛽, 𝜁) = −ζ +∑𝑎𝑛 {𝑒
𝑛𝜁 cos 𝑛𝛽 − cos

𝑛𝜋

2
}

𝑁

𝑛=1

 (30) 

 

where 𝐹(𝛽, 𝜁) = 0 . The power series of 𝐹(𝛽, 𝜁)  is represented as 

follows: 
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𝐹(𝛽, 𝜁) = ∑
𝐹(𝑞)(𝛽, 0)

𝑞!
𝜁𝑞

∞

𝑞=0

 (31) 

 

where 𝐹(𝑞) =
∂𝑞F

𝜕𝜁𝑞
. Because 𝐹(𝛽, 𝜁) = 0, Eq. (31) provides a polynomial 

equation with regard to ζ. For 𝑞 = 1, Eq. (31) provides a linear equation. 

Eq. (31) provides a quadratic equation for 𝑞 = 2, and Eq. (31) provides 

a cubic equation for 𝑞 = 3. The equations provide good approximations 

to the wave profile because |𝜁| < 1 for all cases. For q=2, the following 

approximation is obtained: 

 

ζ[1] =
−𝐹(1)(𝛽, 0) − √{𝐹(1)(𝛽, 0)}2 − 2𝐹(𝛽, 0)𝐹(2)(𝛽, 0)

𝐹(2)(𝛽, 0)
 (32) 

 

The other root is a trivial solution because it does not satisfy that 

|𝜁| < 1. The approximation is used as the first step in the Newton’s 

method defined as follows. The superscript [n] means the n’th step of 

Newton’s method (where n is a natural number), while the superscript 

(n) means the n’th order partial derivative with respect to ζ. The wave 

profile is calculated as follows by applying Newton’s method: 

 
𝜁 = lim

𝑚→∞
𝜁[𝑚+1] (33) 

 

where  

 

ζ[𝑚+1] = ζ[𝑚] −
𝐹(𝛽, ζ[𝑚])

𝐹′(𝛽, ζ[𝑚])
 (34) 

 

|𝐹′(𝛽, 𝜁)| ≥ |𝐹′(0, 𝜁𝑐)|  for all waves and |𝐹′(0, 𝜁𝑐)| = 0  is the 

breaking condition proposed by Stokes (Chakrabarti, 1987). Therefore, 

Eq. (34) is valid for all waves except breaking waves. The Newton 

method rapidly converges to the complete solution. The wave 

elevations ζi = 𝜁(𝛽𝑖) were calculated using Eq. (33). Note that ζi stands 

for the free surface elevation at phase 𝛽𝑖. The integral is numerically 

calculated by substituting the results in water depth conditions as 

follows: 

 

𝑘𝜂0 = −
1

2𝑀
 ∑(ζi + ζ𝑖+1)

𝑀

𝑖=1

 
(35) 

 

Because 𝜁 is an even function, 𝛽1 = 0, 𝛽𝑖 = (𝑖 − 1)𝜋/𝑀 and 𝛽𝑀+1 =

𝜋. Note that M is independent of 𝑁. When M is increased, Eq. (35) can 

be calculated more accurately rather than Rienecker et al. (1981) and 

Fenton (1988). 

 

5. Numerical Analysis Procedure 
 

Fig. 3 presents a flow chart of the procedure. The chart comprises 

two DO-loops because the Fourier coefficients and wave profile are 

independently calculated. The first step, 𝑋𝑚
[1]

, was calculated using the 

result in Shin (2021). The first DO-loop calculates the coefficients and 

the steepness. The coefficients, 𝑎𝑛
[𝑟]

 are calculated by Eq. (13). 

Substituting, 𝑎𝑛
[𝑟]

 into Eq. (20), Δ𝑋𝑖
[𝑟]

 are calculated by Eq. (20) and then 

𝑋𝑖
[𝑟+1]

 are calculated by Eq. (21). The RMSE is calculated with Eq. (29). 

If the RMSE is greater than the tolerance (1 × 10−13%), 𝑋𝑖
[𝑟]

 is replaced 

with 𝑋𝑖
[𝑟+1]

. The DO-loop continues until Newton’s method converges 

to the complete solution within the tolerance.  

Fig. 3 Flow chart for numerical analysis. 

 

In this DO-loop, the Fourier coefficients and the steepness are 

determined. The wave number is calculated as follows: 

 

𝑘 =
 

𝐻
 (36) 

 

The second DO-loop is used to calculate the free surface elevations at 

more phases than the phases considered in the first DO-loop. The 

elevations, ζi
[𝑚+1]

 are calculated using Newton’s method in Eq. (34). 

The DO-loop continues until Newton’s method converges to the 

complete solution within the tolerance ( |𝐹(𝛽𝑖 , 𝜁𝑖)| ≤ 1 × 10−17) . 

Substituting ζi  into Eq. (35), the reference depth parameter 𝑘𝜂𝑜  was 

calculated. With the results, the wave profile was calculated as follows: 

 

𝜂𝑖 =
𝜁𝑖 + 𝑘𝜂0

𝑘
 (37) 

 

The water particle velocities were calculated by substituting the 

Fourier coefficients into Eqs. (2)–(3), and the accelerations were 

calculated by substituting the Fourier coefficients into Eqs. (4)–(5). The 

pressure field was calculated by substituting the Fourier coefficients 

into Eq. (7). The other wave profile was calculated by substituting the 

results into the right side of Eq. (8). The error in DFSBC can be 

checked by comparing the two profiles.  

NO Replace 𝑋𝑖
[𝑟]

 

with 𝑋𝑖
[𝑟+1] 

YES 

Replace 𝜁𝑝
[𝑚]

 with 

𝜁𝑝
[𝑚+1]

 in Eq. (21) 

NO 

Outputs: 𝑎𝑛, S, 𝑘𝜂0 and 𝜂 

Calculate 𝑋𝑚
[1]

  

Calculate 𝑎𝑛
[𝑟]

 with Eq. (13) 

Check RMSE ≤ 𝑇 𝑙 in Eq. (29) 

Calculate wave profile 𝜁𝑖
[𝑚+1]

 with Eq. (34) 

Calculate reference depth 𝑘𝜂0 with Eq. (35)  

Calculate 𝑋𝑖
[𝑟+1]

 with Eqs. (20)–(21) 

Check |𝐹𝑖| ≤ 𝑇 𝑙 with Eq. (30) 

Inputs: H, T 

Calculate wave steepness  = 𝑋1 − 𝑋𝑁 

Calculate wave number with Eq. (36) 

Calculate wave profile 𝜂𝑖 =
𝜁𝑖+𝑘𝜂0

𝑘
 with Eq. (37) 

Calculate wave profile 𝜁𝑖
[1]

 with Eq. (32) 

YES 
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6. Results  
 

The Fourier coefficients, 𝑎𝑛, the steepness,  , and the reference depth 

parameter, η0 are functions of one variable whose independent variable 

is the linear steepness, 𝜃 . Consequently, Shin (2019) numerically 

calculated some data for the coefficients, steepness, and reference depth 

parameters in the range, 0 < 𝜃 < 1 . By curve fitting the data, the 

Fourier coefficients, steepness, and reference depth parameter are 

represented by Newton’s polynomials in Shin (2021), which give 

closed-form solutions. In this calculation, N = 3 was considered. The 

results satisfied the Laplace equation, the BBC, and the KFSBC. The 

RMSE in the DFSBC was less than 1% in the range, 𝐻/𝐿𝑜 ≤ 0.1 2 

where 𝐿𝑜 is the linear wavelength defined as follows: 

 

𝐿𝑜 =
2𝜋𝑔

𝜔2
 (38) 

 

Because 𝜃 = 2π𝐻/𝐿𝑜, 𝐻/𝐿𝑜 = 0.1 2 corresponds to 𝜃 = 0.892. As a 

result, Shin (2016, 2021) reported a good approximation whose error 

was less than 1% in the range, 0 ≤ 𝜃 ≤ 0.892. Although the error 

increases, Shin (2021) still applies to the waves in the range, 0.892 ≤

𝜃 < 0.999. When 𝜃 > 0.999, wave profile by Shin (2021) does not 

converge. Each researcher has a different criterion regarding deep water 

breaking limitations. Chakarabarti (1987) proposes 𝐻/𝐿𝑜 = 0.1 2 . 

According to Dean and Dalrymple, (1984), Michell theory is 𝐻/𝐿𝑜 =

0.17, which corresponds to 𝐻/𝐿 = 0.1 2. According to Stokes, the 

breaking criterion is u = c at the crest. In this study, the limitation was 

checked and the errors according to the required order were also 

checked. It is also discussed why the other Fourier approximations are 

unsuitable for deep water waves. For the verification, three waves with 

a period of 6 s are considered, which were tabulated in Table 1. The 

following series order was considered: N = 1; N = 3, 6, 10, 12, 13, and 

35; M = 180. The RMSE in the DFSBC was calculated and tabulated in 

Tables 2 and 3. As the required order is increased, the error is decreased. 

When 𝑁 ≥ 13, Newton’s method in Ch. 3 did not converge because 

e𝑁𝜁  is very large and 𝑎𝑁  is very small. As a result, this study is 

available for 𝑁 ≤ 12.  

Eq. (35) was coupled with the other equations to calculate the Fourier 

coefficients, 𝑁 = 𝑀  and Eq. (35) is calculated with 𝑘𝜂0 =

−
1

2N
 ∑ (𝑋i + 𝑋𝑖+1)

𝑁
𝑖=1  in Fentons’ method. Therefore, the required order 

should be increased in Fenton’s method. Because most errors of 

Fenton’s method resulted from the numerical integration of the water 

depth condition, M should be increased to reduce it. Fenton’s method, 

M = N = 64, is greater than N=13. Therefore, Fenton’s method is 

unsuitable for deep water waves.  

The wave height to wavelength ratio was calculated, as listed in 

Table 4. The wavelengths were similar to the 5th-order Stokes wave. 

When 𝜃 > 1.028 , this study does not converge. More precisely, 

Newton’s method does not converge because the wave profile at the 

crest is sharp when 𝜃 > 1.028. Therefore, 𝜃 = 1.028 is the limitation 

of this study, which corresponds 𝐻/𝐿 = 0.137 and is slightly less than 

0.142 according to Dean et al., (1984).  

The convergent speed decreased when the required order increased. 

For 𝜃 ≤ 0.892, Shin (2021) is acceptable as the first step solution in 

Newton’s method. For 𝜃 > 0.892, the method reported by Shin (2021) 

is unsuitable for the first step solution because the Newton method does 

not converge. This problem can be avoided using the sequence of 

height steps. For waves in the range 0.892 < 𝜃 ≤ 0.999, the profile 

for 𝜃 = 0.892 is used as the first step solution, and for waves in the 

range  0.999 < 𝜃 ≤ 1.028, the profile for 𝜃 = 0.999 is used as the 

first step solution. The profiles are shown in Fig. 4; the horizontal 

velocities are shown in Fig. 5; the vertical velocities are shown in Fig. 6. 

The relative horizontal velocity at the crest is 0.782 for wave (c), which 

is less than Stokes’ criteria, 1. The Bernoulli’s constant in Fig. 4 is 

calculated for wave (c). 
 

Table 1 Test waves with period T = 6 s 

 Wave (a) Wave (b) Wave (c) 

𝜃 0.892 0.999 1.028 

H (m) 7.980 8.937 9.196 

𝐻/𝐿𝑜 0.142 0.159 0.164 

 

Table 2 RMSE (%) 

Theories 𝜃 = 0.892 𝜃 = 0.999 𝜃 = 1.028 

5th Stokes 2.492 3.950 4.459 

N = 1 1.758 2.226 2.360 

Shin (2021) 8.26E-2 1.13 Not applicable 

N = 6 1.08E-2 9.38E-2 2.15E-1 

N = 10 2.78E-4 8.21E-3 2.94E-2 

N = 12 6.05E-5 4.85E-3 2.04E-2 

 

Table 3 RMSE (%) as per Newton’s method step for N = 12 

Wave (a) (b) (c) 

Step 1 0.207 2.341) 0.6281) 

Step 2 3.27E-3 0.285 3.15E-2 

Step 3 6.06E-5 2.01E-2 2.04E-22) 

Step 4 6.05E-5 4.85E-3 2.55E-22) 

Note that 1En = 1 × 10𝑛. 
1) Note that 0.628% is less than 0.207% or 2.34%. The reason is that 

the first step for wave (c) is the wave profile of wave (b) in step 4, and 

the first step for wave (b) is the wave profile of wave (a) in step 4, 

while the first step for wave (a) is the result by Shin (2021) with N  = 3. 
2) Note that 2.55E-2 is greater than 2.04E-2. It means that the 

minimum error is 2.04E-2. As the step is increased, the error 

oscillates between the two values. 

 

Table 4 Wave height to wavelength ratio, 𝐻/𝐿. 

Theories 𝜃 = 0.892 𝜃 = 0.999 𝜃 = 1.028 

Airy 0.142 0.159 0.164 

5th Stokes 0.123 0.135 0.138 

N = 1 0.119 0.129 0.131 

Shin (2021) 0.123 0.135 Not applicable 

N = 6 0.123 0.134 0.137 

N = 10 0.123 0.134 0.137 

N = 12 0.123 0.134 0.137 

 

 
Fig. 4 Dimensionless wave profiles calculated with N = 12 (ordinate is 

the dimensionless elevation from the still water line (SWL), 𝑘𝜂) 
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Fig. 5 Relative horizontal velocities calculated with N = 12 (the 

ordinate is the dimensionless velocity, 𝑢/𝑐) 

 

 
Fig. 6 Relative vertical velocities calculated with N = 12 (the ordinate 

is the dimensionless velocity, 𝑣/𝑐) 

 

7. Conclusions 
 

This study aimed to provide a numerical method to calculate the 

Fourier coefficient, steepness, and reference depth parameter. The 

numerical procedure is much more simplified than Fenton’s method 

(Rienecker et al., 1981). The major simplifications are as follows: 

 

(1) Although the moving coordinate system by Dean was adopted in 

Fenton’s method, a dimensionless coordinated system was adopted in 

this study. As a result, all the partial derivatives with respect to 

wavelength are not required. Some parameters were eliminated.  

(2) All equations were formulated by tensor analysis. Therefore, 

numerical equations were much more simplified and had no errors.  

(3) In the other Fourier approximation, the required order was 

determined to reduce the error of the numerical integration in the water 

depth condition because it was solved simultaneously with the Fourier 

coefficients. On the other hand, the water depth condition was 

calculated independently. Therefore, the required order was reduced 

dramatically. 

 

The error was reduced when the required order was increased. 

Nevertheless, there is a limit to the required order. This study is not 

applicable when 𝑁 ≥ 13. Deep water breaking limitation was checked. 

This study is valid for waves in the range, 0 < 𝜃 ≤ 1.028 . The 

limitation 1.028 correspond to H/L = 0.137, which is slightly lower than 

the Michell theory.  
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Appendices 
 

Appendix A. Solution to KFSBC 
 

The KFSBC is presented in the conventional coordinate system as 

follows: 

 

𝑣 =
∂η

𝜕𝑡
+ 𝑢

∂η

𝜕𝑥
 (A1) 

 

Because 𝜁 = 𝑘(𝜂 − 𝜂0), we have 

 

∂η

𝜕𝑡
= −𝜔

𝜕

𝜕𝛽
{
𝜁

𝑘
+ 𝜂0} = −

𝜔

𝑘

𝜕𝜁

𝜕𝛽
= −𝑐

𝜕𝜁

𝜕𝛽
= −𝑐

𝑑𝜁

𝑑𝛽
  (A2) 

 

As 𝜁 = 𝜁(𝛽), then we have 
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𝜕𝜁

𝜕𝛽
=

𝑑𝜁

𝑑𝛽
 (A3) 

 

And 

 

∂η

𝜕𝑥
= 𝑘

𝜕

𝜕𝛽
{
𝜁

𝑘
+ 𝜂0} =

𝜕𝜁

𝜕𝛽
=

𝑑𝜁

𝑑𝛽
 (A4) 

 

Substituting Eqs. (A2) and (A4) into Eq. (A1), the KFSBC is 

presented in the dimensionless coordinate system as follows: 

 

𝑣 = −𝑐
𝑑𝜁

𝑑𝛽
+ 𝑢

𝑑𝜁

𝑑𝛽
 

(A5) 

 

Substituting Eqs. (2) and (3) into Eq. (A5),  

 

𝑐∑𝑛𝑎𝑛e
𝑛𝜁 sin 𝑛𝛽

𝑁

𝑛=1

= −𝑐
𝑑𝜁

𝑑𝛽
+ { 𝑐∑𝑛𝑎𝑛e

𝑛𝜁 cos 𝑛𝛽

𝑁

𝑛=1

}
𝑑𝜁

𝑑𝛽
 (A6) 

 

Because 𝛼 = ζ on the free surface, then the water particle velocities 

are presented as follows: 

 

𝑢(𝛽, 𝜁) =  𝑐∑𝑛𝑎𝑛e
𝑛𝜁 cos 𝑛𝛽

𝑁

𝑛=1

 
(A7) 

\ 

and  
 

𝑣(𝛽, 𝜁) = 𝑐∑𝑛𝑎𝑛e
𝑛𝜁 sin 𝑛𝛽

𝑁

𝑛=1

 
(A8) 

 

Dividing Eq. (A6) by the celerity and multiplying the result by 𝑑𝛽,  

 

{∑𝑛𝑎𝑛e
𝑛𝜁 sin 𝑛𝛽

𝑁

𝑛=1

} dβ = −𝑑𝜁 + { ∑𝑛𝑎𝑛e
𝑛𝜁 cos 𝑛𝛽

𝑁

𝑛=1

} 𝑑𝜁 (A9) 

 

The above is presented as follows 

 

𝑑𝜁 = { ∑𝑛𝑎𝑛e
𝑛𝜁 cos 𝑛𝛽

𝑁

𝑛=1

} 𝑑𝜁 − {∑𝑛𝑎𝑛e
𝑛𝜁 sin 𝑛𝛽

𝑁

𝑛=1

} dβ (A10) 

 

Where the first term on the right-hand side of Eq. (A10) is presented 

as follows: 

 

{ ∑𝑛𝑎𝑛e
𝑛𝜁 cos 𝑛𝛽

𝑁

𝑛=1

} 𝑑𝜁 =
𝜕

𝜕𝜁
{∑𝑎𝑛e

𝑛𝜁 cos 𝑛𝛽

𝑁

𝑛=1

} 𝑑𝜁 (A11) 

 

The second term on the right-hand side of Eq. (A10) is presented as 

follows: 

 

−{∑𝑛𝑎𝑛e
𝑛𝜁 sin 𝑛𝛽

𝑁

𝑛=1

} dβ =
𝜕

𝜕𝛽
{∑𝑎𝑛e

𝑛𝜁 cos 𝑛𝛽

𝑁

𝑛=1

} 𝑑𝛽  (A12) 

 

The right-hand-side of Eq. (A10) is presented as follows: 
 

𝑑𝜁 = 𝑑 { ∑𝑎𝑛e
𝑛𝜁 cos 𝑛𝛽

𝑁

𝑛=1

} (A13) 

 

Integrating the above equation,  

𝜁 = ∑𝑎𝑛e
𝑛𝜁 cos 𝑛𝛽

𝑁

𝑛=1

+ 𝐶1 (A14) 

 

Using the definition of the reference line (Refer to Fig. 2), we 

have 𝜁 (±
𝜋

2
) = 0, then the integral constant is determined as follows: 

 

𝐶1 = −∑𝑎𝑛 cos
𝑛𝜋

2

𝑁

𝑛=1

 (A15) 

  

Substituting Eq. (A15) into Eq. (A14) results in Eq. (6). 

  

Appendix B. Solution for N=1 
 

For N = 1, the wave profile in Eq. (6) is represented as follows: 

 

ζ = 𝑎1𝑒
𝜁 cos 𝛽 (A16) 

 

From Eq. (8), the other wave profile is represented as follows: 

 

𝜁 

θ
 = 𝑎1e

𝜁 cos 𝛽 −
𝑎1
2𝑒2𝜁

2
+
𝑎1
2

2
 (A17) 

 

From Eq. (A16), crest height, i.e., the elevation at 𝛽 = 0  is 

determined as follows: 

 

ζc = 𝑎1𝑒
𝜁𝑐 (A18) 

 

Therefore, the Fourier coefficient is determined as follows: 

 

𝑎1 = ζc𝑒
−𝜁𝑐 (A19) 

 

From Eq. (A16), trough depth, i.e., the elevation at 𝛽 = π  is 

determined as follows: 

 

ζt = −𝑎1𝑒
𝜁𝑡 (A20) 

 

By substituting Eq. (A19) into Eq. (A20) and substituting Eq. (10) into 

the result, ζt = −𝜁𝑐𝑒
−𝑆. Substituting it into Eq. (10) allows the crest 

height to be determined as follows: 

 

ζc =
 

1 + 𝑒−𝑆
 

(A21) 

 

The trough depth is determined by substituting Eq. (A21) into ζt =

−𝜁𝑐𝑒
−𝑆:  

 

ζt = −
 𝑒−𝑆

1 + 𝑒−𝑆
 (A22) 

 

The wave steepness is determined so that Eq. (A16) and Eq. (A17) 

meet at phase 𝛽 = 0. Therefore the following equation can be used: 

 
S

1 −
 

2(1 + 𝑒−𝑆)
{1 − exp (

−2 
1 + 𝑒−𝑆

)}
= θ 

(A23) 

 

Eq. (A23) is the dispersion relation. For small amplitude, an 

approximation to Eq. (A23) is  = 𝜃, which gives the linear dispersion 

relation ω2 = 𝑔𝑘 . Applying Newton’s method to Eq. (A23), the 

steepness was calculated as follows 
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S = lim
𝑚→∞

 [𝑚+1] (A24) 

 

Where S[1] = θ and 

 

S[𝑚+1] =  [𝑚] −
𝑓( [𝑚])

𝑓′( [𝑚])
 

(A25) 

 

From Eq. (A23),  

 

𝑓( ) = 2S(1 + e−𝑆) − 𝜃 [2(1 + 𝑒−𝑆)

−  {1 − exp (−
2 

1 + 𝑒−𝑆
)}] 

(A26) 

 

And differentiating Eq. (A26) with regard to  ,  

 

𝑓′( ) = 2(1 + e−𝑆) − 2 𝑒−𝑆 

−𝜃 [−2𝑒−𝑆 − {1 − exp (−
2 

1 + 𝑒−𝑆
)}

− 2 {
1 + 𝑒−𝑆 +  𝑒−𝑆

(1 + 𝑒−𝑆)2
} exp (−

2 

1 + 𝑒−𝑆
)  ] 

(A27) 

 

The wave profile is calculated with the method in Ch. 3, in which 

𝐹(β, ζ) = −ζ + 𝑎1𝑒
𝜁 cos 𝛽. This result has an error of less than 1.165% 

for waves in the range, 𝐻/𝐿𝑜 ≤ 0.1 2, which is less than the error of the 

5th order Stokes’ wave theory. Wave (c) was calculated with N = 1, N = 

12, and the 5th Stokes theory, and the results were compared in Figs. 

A1–A3. N = 1 gave similar results as the 5th Stokes theory. Comparing 

Fig. 4 and Fig. A1, the wave profiles calculated by N = 1, and the 5th 

Stokes theory was less sharp than those calculated by N = 12. 

 

 

Fig. A1 Dimensionless wave profiles calculated with N = 1, N = 12, 

and 5th Stokes theory (the ordinate is the dimensionless 

elevation from SWL, 𝑘𝜂) 

 

 
Fig. A2 Relative horizontal velocities calculated with N = 1, N = 12, 

and 5th Stokes theory (the ordinate is the dimensionless 

velocity, 𝑢/𝑐) 

 

Appendix C. Solution for N=2 
 

For N=2, Eq. (6) is represented as follows: 

ζ = 𝑎1𝑒
𝜁 cos 𝛽 + 𝑎2𝑒

2𝜁 cos 2𝛽 + 𝑎2 (A28) 

 

Eq. (8) is represented as follows: 

 

𝜁 

θ
 = 𝑎1e

𝜁 cos 𝛽 + 2𝑎2e
2𝜁 cos 2𝛽 −

𝑎1
2𝑒2𝜁

2
− 2𝑎2

2𝑒2𝜁

− 2𝑎1𝑎2𝑒
3𝜁 cos 𝛽 + 2𝑎2 +

𝑎1
2

2
+ 2𝑎2

2 

(A29) 

 

 
Fig. A3 Relative vertical velocities calculated with N = 1, N = 12, and 

5th Stokes theory (the ordinate is the dimensionless velocity, 

𝑣/𝑐) 

 

The coefficients are determined so that Eqs. (A28) and (A29) are 

equal to each other at phase 𝛽 = 0 and 𝛽 = ±π and to satisfy Eq. (10). 

Eq. (A28) is represented for 𝑋1 = 𝜁(0) as follows: 

  

𝑋1 = 𝑎1𝑒
𝑋1 + 𝑎2(𝑒

2𝑋1 + 1) (A30) 

 

Eq. (A28) is represented for 𝑋2 = 𝜁(𝜋) as follows: 

 

𝑋2 = −𝑎1𝑒
𝑋2 + 𝑎2(𝑒

2𝑋2 + 1) (A31) 

 

Solving Eqs. (A30)–(A31) for 𝑎1 and 𝑎2, the two coefficients are 

determined as follows:  

 

𝑎1 =
𝑋1(𝑒

2𝑋2 + 1) − 𝑋2(𝑒
2𝑋1 + 1)

𝑒𝑋1(𝑒2𝑋2 + 1) + 𝑒𝑋2(𝑒2𝑋1 + 1)
 (A32) 

 

and 
 

𝑎2 =
𝑋2𝑒

𝑋1 + 𝑋1𝑒
𝑋2

𝑒𝑋1(𝑒2𝑋2 + 1) + 𝑒𝑋2(𝑒2𝑋1 + 1)
 (A33) 

 

The error of Eq. (A29) for 𝑋1 = 𝜁(𝜋) is represented as follows: 

 

𝐸1  = −
𝑋1(𝑋1 − 𝑋2)

θ
+ 𝑎1e

𝑋1 + 2𝑎2e
2𝑋1 −

𝑎1
2𝑒2𝑋1

2

− 2𝑎2
2𝑒2𝑋1 − 2𝑎1𝑎2𝑒

3𝑋1 + 2𝑎2 +
𝑎1
2

2
+ 2𝑎2

2 

(A34) 

 

The error of Eq. (A29) is represented for 𝑋2 = 𝜁(𝜋) as follows: 

 

𝐸2  = −
𝑋2(𝑋1 − 𝑋2)

θ
− 𝑎1e

𝑋2 + 2𝑎2e
2𝑋2 −

𝑎1
2𝑒2𝑋2

2

− 2𝑎2
2𝑒2𝑋2 + 2𝑎1𝑎2𝑒

3𝑋2 + 2𝑎2 +
𝑎1
2

2
+ 2𝑎2

2 

(A35) 

 

Therefore, there are five equations, i.e., Eqs. (A32)–(A35) and Eq. 

(10) to determine the unknown constants, 𝑎1, 𝑎2, 𝑋1, 𝑋2, and  . The set 

of equations was solved with Newton’s method presented in Ch. 3. The 

reference depth parameter and wave profile were determined using the 

method presented in Ch. 4. 
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1. Introduction

Global warming has caused many problems worldwide. To address 
such problems, eco-friendly decarbonization regulations have been 
implemented. In the ship market, the International Maritime 
Organization (IMO), which oversees maritime affairs around the 
world, has also enacted related regulations. For newly built ships from 
2013, the energy efficiency design index (EEDI), which indicates 
carbon dioxide emissions for transporting one ton of cargo over one 
nautical mile, must conform with the regulations. To this end, 
designing ships with high energy efficiency right from the design stage 
is necessary. Since the amount to be reduced increases for each phase, 
research has been actively conducted to improve the hull form and 

propulsion systems (KIOST, 2016).
To improve the index, a remodeling method of the propulsion 

system that uses liquefied natural gas (LNG) rather than low-sulfur 
fuel oil or conventional bunker fuels is required. Jung (2014), Jung et 
al. (2022), and marine environment protection committee (MEPC) 
79/7/4 (IMO, 2022) proposed a method of installing an onboard carbon 
capture and storage (OCCS) system in ships, to capture CO2 emitted 
from ships. 

Methods to reduce resistance by remodeling the bow shape and 
improve the propulsion efficiency by installing energy saving devices 
(ESDs) before and after the stern propeller are also available. In 
general, ESD installation increases the propulsion efficiency by 5% on 
average based on the transmission power. Song et al. (2015) applied a 
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system that generates an acceleration effect using a duct and improves 
propulsion by recovering the kinetic energy lost in the wake of the 
propeller using a pre-swirl stator to a 176K bulk carrier. Kim et al. 
(2015) conducted computational fluid dynamics (CFD) analysis and 
model tests by attaching the developed pre-swirl stator and duct- 
combined pre-swirl stator to the 317K very large crude oil carrier 
(VLCC) hull form. They found that the transmission power was 
reduced by 3% for the pre-swirl stator and 6.1% for the duct-combined 
pre-swirl stator. Park and Cho (2017) modified the bulbous bow to 
ensure suitability for the slow steaming of an 8,600 TEU container 
ship and applied the operational efficiency index calculation formula 
modified based on a comparison of fuel consumption before and after 
the modification. They derived the index reduction rate and carbon 
dioxide reduction before and after the modification, according to the 
supercharger operating conditions at 14 to 20 knots (25.93 to 37.04 
km/h). Choi and Rho (2011) mentioned the limitations of the fuel 
consumption rate calculation method for cargo volume in determining 
the energy efficiency operational indicator (EEOI) of IMO and 
presented an improved calculation formula for the indicator that 
applies the fuel consumption per kW related to the engine load. They 
also calculated and analyzed carbon dioxide emissions by applying 
actual ship operation data to the improved calculation formula. Shin et 
al. (2013) conducted research on the design, numerical analysis, and 
evaluation methods related to the ESD development procedure for a 
73K tanker. They confirmed the fuel-saving effect of 4–6% when the 
developed ESD was applied to various low-speed and large full form 
ship.

Application of various technical and operational measures for 
satisfying the environmental regulations presented by IMO is 
necessary. Thus far, various technical measures have been proposed, 

including ship speed reduction, hull form improvement, low-friction 
paint utilization, wind power propulsion, air lubrication system, waste 
heat recovery system, and OCCS. Along with these, certain operational 
measures, such as route optimization, operating speed optimization, 
trim optimization, optimal fleet management, port loading/unloading 
optimization, and shore to ship (S2S), have also been considered. Here, 
ships that correspond to KCS (Korea Research Institute of Ships & 
Ocean Engineering (KRISO) container ship) and KVLCC2 (KRISO 
VLCC) types were set as target vessels, and an attempt was made to 
examine improved EEDI and IMO regulations under the application of 
technical measures, such as speed reduction, ESD installation, and 
OCCS. To this end, the EEDI calculation formula presented by IMO 
was used. For the efficiency improvement effect by ESD, the values in 
the literature were applied. In the case of OCCS, a system of the 
required size was designed through process simulation. It is expected 
to prove the effect by means of mandatory CO2 reduction in ships and 
the justification for OCCS, making research in the related field more 
active. 

2. EEDI Calculation for KCS and KVLCC2

2.1 Calculation Method
The contents of MEPC.203(62) (IMO, 2011), MEPC.245(66) (IMO, 

2014), and MEPC.308(73) (IMO, 2018) were referred to for contents 
related to EEDI calculation. Whether this index satisfies IMO 
regulations can be confirmed by obtaining and comparing the Attained 
EEDI, Reference line, and Required EEDI values. Attained EEDI is the 
value calculated using Eq. (1) below. Reference line is a reference 
value for calculating the required EEDI for each ship type. The 
required EEDI can be obtained by substituting the reduction factor () 

Type Size (DWT)
Phase 0

(2013.01.01.
–2014.12.31)

Phase 1
(2015.01.01.
–2019.12.31.)

Phase 2
(2020.01.01.
–2024.12.31.)

Phase 3
(2025.01.01.–) Phase 4 Phase 5

Bulk carrier
20,000 and above 0 10 20 30

50 70

10,000–20,000 n/a 0–101) 0–201) 0–301)

Gas carrier
10,000 and above 0 10 20 30

2,000–10,000 n/a 0–101) 0–201) 0–301)

Tanker
20,000 and above 0 10 20 30

4,000–20,000 n/a 0–101) 0–201) 0–301)

Container ship
15,000 and above 0 10 20 30–50

10,000–15,000 n/a 0–101) 0–201) 0–301)

General cargo ship
15,000 and above 0 10 15 30

3,000–15,000 n/a 0–101) 0–151) 0–301)

Refrigerated cargo 
carrier

5,000 and above 0 10 15 30
3,000–5,000 n/a 0–101) 0–151) 0–301)

Combination carrier
20,000 and above 0 10 15 30

4,000–20,000 n/a 0–101) 0–151) 0–301)

1) Obtaining  value by linear interpolation according to the size of the ship.

Table 1  values of each phase for the required EEDI calculation (DWT, Deadweight) (IMO, 2011)
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Table 2  values of phase 3 of different container ship’s size 
(IMO, 2020)

Size (DWT) Phase 3
10,000–15,000 15–301)

15,000–40,000 30
40,000–80,000 35
80,000–120,000 40
120,000–200,000 45

over 200,000 50
1) Obtaining  value by linear interpolation according to the size 

of the ship.

for each phase according to the year into the reference line value. The 
calculated values must satisfy the following equation. The  values are 
specified in Table 1. Since different values are applied to container 
ships depending on their size, they are listed in Table 2.

 ≤

 


×  (1)

For Phase 4, however, the  value was set to 50, as regulations are 
reinforced, unlike in Phase 3. For the final target of 70% reduction, the 
reduction factor  value of Phase 5 was set to 70.

The Reference line value is obtained using Eq. (2) below, and the , 
, and  values can be obtained from Table 3.

Table 3 Reference line calculation parameters (IMO, 2011)

Ship type defined in Regulation 2   

2.25 Bulk carrier 961.79 DWT 0.477
2.26 Gas carrier 1120.00 DWT 0.456

2.27 Tanker 1218.80 DWT 0.488
2.28 Container ship 174.22 DWT 0.201

2.29 General cargo ship 107.48 DWT 0.216
2.30 Refrigerated cargo carrier 227.01 DWT 0.244

2.31 Combination carrier 1219.00 DWT 0.488

    ×   (2)

The EEDI calculation formula and contents on the required 
coefficients are as follows:

 
×

 × × × ×
(3)

 : 75% of the rated installed power (Maximum continuous 
rating, MCR) for main engine (kW)

  : Conversion factor between fuel consumption and CO2 emission 
(t-CO2/t-fuel) (see Table 4)

SFC : Certified specific fuel consumption (g/kWh)
 : Power of auxiliary engine (kW) 
Capacity : Deadweight (DWT) (t)
 : Ship speed, measured in nautical miles per hour (knot), in deep 

water under the condition corresponding to the capacity (nm/h)

Attained EEDI is obtained by substituting the corresponding 
coefficients of the target vessels into Eq. (3), and the reference line 
value is obtained using Eq. (2). After obtaining the required EEDI 
using Eq. (1), its satisfaction is examined through a comparison. 

2.1.1 Main assumptions for calculation
Prior to the calculation of the index, certain coefficients were 

assumed for calculation because data from actual ships were not 
sufficient. The assumed values and grounds for them are as follows: 

(1) 

By referring to the main engine power of the target vessel selected in 
the capacity term below and the engine manufacturer data (MAN 
Energy Solutions, 2019), the dual fuel (fuel oil + methane) main engine 
with the most similar value was selected, and 75% of its maximum 
continuous rating (MCR) was selected.

(2) SFC
In the case of the main engine, since the specific fuel consumption 

Fuel type Reference Carbon content   

1 Diesel/Gas oil ISO 8217 Grades DMX1) thorugh DMB1) 0.8744 3.206
2 Light fuel oil (LFO) ISO 8217 Grades RMA1) thorugh RMD1) 0.8594 3.151

3 Heavy fuel oil (HFO) ISO 8217 Grades RME1) thorugh RMK1) 0.8493 3.114

4 Liquefied petroleum gas (LPG)
Propane 0.8182 3.000
Butane 0.8264 3.030

5 Liquefied natural gas (LNG) 0.7500 2.750
6 Methanol 0.3750 1.375
7 Ethanol 0.5217 1.913

1)The category of fuel, consisting of three letters: the first letter of this category is always the family letter (D for distillate or R for 
residual); the second letter, M, designates the application “Marine”; the third letter, X, A, B, C, …, K, which indicates the particular 
properties in the product specification (ISO 8217)

Table 4 Carbon content and CF values of different fuel types (IMO, 2014)
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(SFC), specific gas consumption (SGC), and specific pilot oil 
consumption (SPOC) values at MCR 75% are specified, they were 
used as references. 

In the case of the auxiliary engine, the SFC value was obtained by 
referring to the engine manufacturer data (MAN Energy Solutions, 
2019). The SGC and SPOC of the auxiliary engine were calculated 
using the same ratio as the SFC ratio between the main and auxiliary 
engines.

(3) 

 can be obtained by multiplying  by 0.025 and adding 250.

(4) Capacity
Among the actual ship data, DWT was designated as a range. DWT 

was determined for actual ships that can obtain the main engine power 
values within the range.

(5) 

The operating speed for container ships and VLCC was set to .

2.2 Target Vessels
Here, the ship type, hull form, and size for target vessels were 

required to calculate the index. A 50K DWT KCS container ship and a 
300K DWT KVLCC2 crude oil tanker, which are open hull forms, 
were selected as target vessels. Their detailed information is as 
follows:

(1) KCS container ship
  - DWT: 55,387 t 
  - Actual main engine type: 8K98MC-C
  - Actual main engine power: 34,071 kW
  - Selected main engine type: MAN B&W, 5G95MEGI
  - Selected main engine power: 34,350 kW (MCR)

(2) KVLCC2 crude oil tanker
  - DWT: 309,097 t 
  - Actual main engine type: 7S70MC-C
  - Actual main engine power: 24,446 kW
  - Selected main engine type: MAN B&W, 7S70MEGI
  - Selected main engine power: 24,010 kW (MCR)

Therefore, the vessels used for calculation were judged to be suitable 
for calculation because their size and engine power were identical or 
similar to those of actual ships.

2.3 Calculation Results
2.3.1 KCS container ship
First, the reference line value of the container ship is calculated 

using Eq. (2) and Table 2. The required EEDI at each phase can be 
calculated as follows. The unit is gCO2/tㆍnmile.

    ×     (4)

   


×   (5)

  


×   (6)


 


×   (7)


 


×   (8)

The attained EEDI was calculated for diesel and LNG modes in Eq. 
(9) and (10) of the main engine and auxiliary engines, respectively, and 
the results were compared with the required EEDI from Eq. (5) to (8) to 
check if the requirements were fulfilled. 
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Fig. 1 Reference EEDI and Required EEDI of KCS container ship
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Both the EEDI calculated using the above calculation results and the 
IMO regulations are shown in Fig. 1. For the container ship, Phase 1, 2, 
and 3 can be satisfied when diesel is used as fuel. To satisfy Phase 4 
and above, additional measures must be applied. When LNG is used as 
fuel, however, regulations of up to Phase 4 can be complied with.

2.3.2 KVLCC2 crude oil tanker
For the KVLCC2 crude oil tanker, the following values from Eq. 

(11) to (17) can be obtained through the above index calculation 
process. The unit is gCO2/tㆍnmile.

    ×     (11)

   


×   (12)


 


×   (13)


 


×   (14)


 


×   (15)

After calculating the attained EEDI for the diesel and LNG modes in 
Eq. (16) and (17), respectively, the results were compared with the 
required EEDI from Eq. (12) to (15) to check if the requirements were 
fulfilled.

As observed in Fig. 2, only the requirements of Phase 1 can be 
fulfilled when the crude oil tanker is operated using diesel as fuel. 
Since the requirements of Phase 2 and above cannot be fulfilled, 
additional measures are required. Requirements of Phases 1, 2, and 3 
can be fulfilled when LNG is used as fuel. Table 5 summarizes the 
calculation results for the two target vessels.

Table 5 EEDI calculation result

Calculated EEDI KCS container 
ship

KVLCC2 crude 
oil carrier

Reference line value 19.39 2.55
Required EEDI Phase 2 15.52 2.04
Required EEDI Phase 3 12.61 1.79
Required EEDI Phase 4 9.69 1.28
Required EEDI Phase 5 5.82 0.77

Attained EEDI DO 12.17 2.19
Attained EEDI LNG 8.84 1.59

  
×

××××
  (9)

  
×

××××××
  (10)

  
×

××××
  (16)

  
×

××××××
  (17)
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Fig. 2 Reference EEDI and Required EEDI of KVLCC2 crude oil tanker
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2.4 Technical Measures for Improving EEDI
If the attained EEDI obtained for the target vessel is higher than the 

required EEDI, appropriate measures need to be taken to decrease it. 
Four main measures are available. The easiest method is to reduce the 
ship speed. In addition, methods for improving fuel efficiency through 
an improvement in propulsion efficiency by additionally mounting 
appendages on the hull or by reducing resistance through the 
modification of the bow shape and OCCS were considered.

2.4.1 Speed reduction
As mentioned above, the container ship can meet up to Phase 3 when 

operated using diesel as fuel. When the speed is lowered by decreasing 
75% of MCR to 50%, the following values in Eq. (18) and (19) can also 
be obtained. The unit is gCO2/tㆍnmile. SS stands for slow steaming, 
implying deceleration.

Therefore, the container ship can meet up to Phase 4 (9.697) while 
operated using diesel by reducing its speed.

For the crude oil tanker, the following values in Eq. (20) and (21) can 
also be obtained when its speed is lowered to the MCR 50% condition 
as with the container ship.

As per the above results, the crude oil tanker can meet up to Phase 3 
(1.786) when the speed is decreased and diesel fuel is used. If the fuel 

is switched to LNG, Phase 4 requirements (1.276) can be fulfilled.

2.4.2 ESD installation
According to an ESD-related research report (KIOST, 2016), when 

LV-Fin (low viscous resistance fin), an energy-saving fin attached the 
stern, was applied to the KVLCC2 hull form, the effect of reducing 
delivered horsepower by approximately 1% was verified. When super 
stream duct (SSD) type ESD was installed, the effect of reducing 
delivered horsepower by more than 5% was predicted by CFD 
simulation, and the effect of reducing delivered horsepower by 
approximately 3% at the reference ship speed was confirmed through a 
model test. When duct-fin-combined ESD was installed, the effect of 
reducing delivered horsepower by approximately 7% was estimated, 
and the 4.1% reduction effect at the reference ship speed was verified 
through a model test. In addition, when a hybrid counter-rotating 
propeller (CRP) propulsion system was installed, the effect of 
reducing delivered horsepower by approximately 10% at the same ship 
speed was verified. When the propulsion efficiency improved by 5%, 
and 10% was applied at MCR 75% by referring to the above report, the 
attained EEDI of the target vessels was calculated by assuming that the 
effect of remodeling the bow shape is the same as the ESD installation 
effect.

    
×

××××
  (18)

    
×

××××××
  (19)

    
×

××××
  (20)

    
×

××××××
  (21)

    


×

××××
  (22)

    


×

××××××
  (23)

     
×

××××
  (24)

    


×

××××××
  (25)

    


×

××××
  (26)

     
×

××××××
  (27)

    


×

××××
  (28)

    


×

××××××
  (29)
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For the container ship, the calculation were conducted as follows; 
5% improvement with ESD using diesel and LNG in Eq. (22) and (23) 
and 10% in Eq. (24) and (25). The EEDI value cannot meet Phase 4 
(9.697) with diesel fuel even when the propulsion efficiency is 
improved by ESD installation, indicating that the fuel must be 
changed.

The attained EEDI of the crude oil tanker was calculated as follows; 
5% in Eq. (26) and (27) and 10% in Eq. (28) and (29) as same order as 
container's.

Phase 2 (2.041) requirements cannot be fulfilled with diesel fuel 
even when the propulsion efficiency is improved by 5% through ESD 
installation, indicating that a 10% efficiency improvement is required.

2.4.3 Application of both speed reduction and ESD installation
In Section 2.4.1, the index was calculated when the speed of each 

target vessel was reduced to MCR 50%. In Section 2.4.2, it was 
calculated by reflecting the ESD installation effect, and whether the 
results satisfied the regulations was examined. In Section 2.4.3, the 
index was calculated by reflecting both MCR 50% speed reduction and 
the 5% propulsion efficiency improvement effect through ESD 
installation, and the results are as follows; Eq. (30) and (31) are in 
diesel and LNG usage with slow steaming and ESD at the same time in 
container and Eq. (32) and (33) in VLCC.

For the container ship, Phase 4 (9.697) requirement is satisfied but 
Phase 5 (5.818) requirement is not fulfilled owing to the speed 
reduction effect discussed in Section 2.4.1. Therefore, additional 
measures are required.

As with the results of Section 2.4.1, the crude oil tanker meets Phase 
3 (1.785) with diesel and Phase 4 (1.275) with LNG. It also requires 
additional measures to meet Phase 5 (0.7654).

2.4.4 OCCS
It was confirmed that up to Phase 4 requirement can be fulfilled 

through MCR 50% speed reduction and ESC installation. However, 
additional measures are required to prepare for the Phase 5 regulation. 
Here, considering the current situation where it is difficult to supply 
carbon-free fuel, the application of OCCS with high technological 
maturity was considered. To this end, a CO2 capture process based on 
an monoethanolamine (MEA) aqueous solution was designed using 
Aspen Plus v10, a commercial process simulation software program. 
The process simulation was performed using a rate-based model. The 
electrolyte non-random two-liquid redlich-kwong (eNRTL-RK) 
equation of state was used to calculate the activity coefficient, Gibbs 
energy, enthalpy, and entropy of the MEA solution, and the 
perturbed-chain statistical associating fluid theory (PC-SAFT) model 
was used to calculate the fugacity coefficient of the gas phase. 

The PC-SAFT model is a SAFT model that Gross and Sadowski 
developed by applying the Barker–Henderson perturbation theory to a 
hard-chain reference fluid. This model is represented by the residual 
Helmholtz free energy term ( ) generated by interactions among 
molecules in different forms in a system and is equal to the value 
obtained by subtracting the Helmholtz free energy of the ideal gas at 
the same temperature and density ( and ). It consists of a hard- 
sphere-related term, a chain term, a dispersion-related term, and an 

    
×

××××
  (30)

    
×

××××××
  (31)

    
×

××××
  (32)

    
×

××××××
  (33)

Fig. 3 Process flow diagram of on-board CO2 capture process adopting the MEA (monoethanolamine) solution
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association-related term (Gross et al., 2001; Diamantonis et al., 2013).


  


 


 


 


 


 


 


 


 


 

(34)

Fig. 3 shows the process flow diagram of OCCS below. 
The process consists of an absorber that selectively removes CO2 

from the ship exhaust gas, a stripper that regenerates an aqueous amine 
solution, and a heat exchanger. The aqueous amine solution (lean 
amine) absorbs CO2 contained in the exhaust gas while passing through 
the absorber. In this instance, the aqueous amine solution flows into the 
top of the tower, and the exhaust gas is introduced into the bottom of 
the tower to make counter-current contact. The aqueous amine solution 
that absorbed CO2 (rich amine) is discharged from the top of the tower 
and introduced into the stripper via the heat exchanger. The aqueous 
amine solution is heated by the reboiler of the stripper to separate CO2, 
which is discharged through the top of the stripper. The regenerated 
aqueous amine solution (lean amine) exchanges heat with rich amine at 
the heat exchanger and returns to the top of the absorber. Since a 
high-temperature condition of more than 120 ℃ is required to 
regenerate the aqueous amine solution in the stripper, OCCS is 
regarded as a system with high energy consumption. Therefore, 
optimal design of the absorber and stripper and the use of a heat 
exchanger is required to maximize its thermal efficiency. For carbon 
capture, a commonly used 30wt% MEA solution was used, and the 
carbon dioxide removal rate was set to 90%. The installation of OCCS 
may change the hull form or air resistance; however, such changes 
were not reflected here.

The CO2 reduction rate and CO2 reduction amount required to meet 
the Phase 5 regulation are shown in Table 6. For the absorber and 
stripper of OCCS that can be mounted on the container ship and crude 
oil tanker, the maximum and minimum sizes were calculated. As 
observed in Table 6, the maximum reduction amount occurred when the 
container ship used diesel as fuel, and the minimum reduction amount 
was observed when using LNG as fuel. MCR 50% speed reduction and 
5% propulsion efficiency improvement effect through ESD installation 
for the container ship were considered simultaneously. Therefore, these 
two cases were set as the maximum and minimum sizes, and the column 
size was calculated. The following results show that the OCCS column 
size required for the crude oil tanker is within the maximum-minimum 
size range. 

The diameters and heights of the absorber and stripper required for 
the above-mentioned CO2 removal were calculated to estimate the 
approximate footprint of OCCS. As shown in Table 7, an absorber 
diameter of 3.51 m, an absorber height of 11.28 m, a stripper diameter 
of 1.52 m, and a stripper height of 9.60 m were calculated as the 
maximum size. An absorber diameter of 1.22 m, an absorber height of 
11.28 m, a stripper diameter of 0.61 m, and a stripper height of 8.84 m 

Table 6 CO2 emissions and reduction target

Case
CO2 

emissions
(kg/h)

CO2 reduction 
rate
(%)

CO2 reduction 
amount

(kg/h)
Container base DO 14150.60 52.2 7386.61
LNG + SS + ESD 6684.66 13.3 889.06

VLCC Base DO 10135.29 65.0 6587.94
LNG + SS + ESD 4817.89 36.2 1744.08

Table 7 Result of CCS column size

Size 
Absorber 
diameter

(m)

Absober 
height
(m)

Stripper 
diameter

(m)

Stripper 
height
(m)

Max. size 3.51
11.28

1.52 9.60
Min. size 1.22 0.61 8.84

were calculated as the minimum size. Due to the nature of the ship 
structure, the calculation was performed in a direction to decrease the 
height and increase the diameter. The height of the stripper was 
confirmed to be low due to the small difference in lean-rich loading. 
However, the larger difference will lead to a lower flow rate, but the 
height of the absorber should increase. The removal rate was set to 
90%, such that an appropriate height could be determined, and 
FLEXIPAC HC Structured Packing 250Y (KOCH-GLITSCH) was 
used as the packing material. In this instance, the energy required by 
the stripper for regeneration was calculated to be 3.07 GJ/tCO2, 
indicating that the optimal design to increase thermal efficiency was 
attained. When the case of using diesel as fuel without considering any 
technical measures is compared with the case of applying technical 
measures, such as speed reduction and ESD installation, while using 
LNG as fuel based on the above results, the diameter decreases by 
approximately 60% despite no significant difference in height. In other 
words, various technical measures are required to satisfy EEDI, 
enabling the compact design of OCCS. 

3. Results and Discussion

Main engines were selected considering a container ship and a crude 
oil tanker under KCS and KVLCC2 hull form conditions. The EEDI 

Table 8 Comparison of EEDI calculation result

Case 
KCS KVLCC2

DO LNG DO LNG

Base 12.166 8.838 2.186 1.589

SS (Slow steaming) 9.519 7.029 1.703 1.257

ESD (DHP 5%) 11.589 8.419 2.082 1.514

ESD (DHP 10%) 11.012 8.000 1.979 1.439

SS + ESD (DHP 5%) 9.08 6.705 1.624 1.199
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calculation results according to the conditions of speed reduction, ESD 
installation, and both speed reduction and ESD installation and the fuel 
type are summarized in Table 8. EEDI was calculated to be 26.86% 
lower on average for LNG compared with diesel. The fuel change from 
diesel to LNG exhibited the largest reduction in EEDI, followed by 
decreasing the ship speed among additional measures. The reduction 
can be increased through ESD installation. To meet the Phase 5 
regulation, OCCS can be a potential alternative for the target vessels. 
Fig. 4 shows the EEDI calculation results obtained from KCS. The 
EEDI calculation results obtained from KVLCC2 are shown in Fig. 5. 

4. Conclusion

Here, ships that applied the target hull forms and their main engines 

were selected, and the energy efficiency design index (EEDI) was 
calculated under the conditions of speed reduction, ESD installation, 
and both speed reduction and ESD installation.

(1) When diesel fuel was used under basic conditions, the KCS hull 
form fulfilled the requirements of up to Phase 3 while the VLCC2 hull 
form fulfilled the requirements of Phase 1 in terms of the required 
EEDI. 

(2) When LNG fuel was used under basic conditions, the KCS hull 
form satisfied the requirements up to Phase 4, and the VLCC2 hull 
form up to Phase 3.

(3) For each target hull form, the fuel change from diesel to LNG 
exhibited the largest EEDI reduction effect. Among additional 
measures, decreasing the ship speed resulted in the largest EEDI 
reduction effect, except for onboard carbon capture and storage 
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Fig. 4 Result of required EEDI and attained EEDI with actions taken on the KCS container ship
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Fig. 5 Result of required EEDI and attained EEDI with actions taken on the KVLCC2 crude oil tanker
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(OCCS).
(4) The EEDI can be secured economically through speed reduction, 

and the IMO regulations can be satisfied at low cost if speed reduction, 
ESD, and fuel change can be appropriately applied to the ships 
according to the regulation phase. It is judged, however, that the 
installation of OCCS must be considered for the Phase 5 regulation, 
which is the final goal. 

(5) Further research is required in the future to optimize the size and 
energy consumption of OCCS. 

For effective response to carbon emission regulations, complex 
analysis considering and applying various measures and subsequently 
examining their effects is required. Moreover, since the analysis 
method can be more complicated when the characteristics of ships are 
added, further research needs to be conducted to derive further 
enhanced improvement measures. 
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1. Introduction

Submerged breakwaters (SBWs) are coastal structures commonly 
used to block high waves, i.e., the main external force of coastal 
erosion, and maintain coastal landscapes. In South Korea, several 
SBWs have been installed to respond to increased frequency of high 
waves caused by storms and erosion caused by artificial development. 
However, SBWs, change the wave energy environment on the coast 
and cause an increase in water level and changes in wave-induced 
currents in the hinterland of SBWs, thereby significantly affecting 
sediment transport in nearby waters and coastline changes 
(Ranasinghe et al., 2010; Villani et al., 2012). In particular, wave 
breaking occurs around SBWs, making their prediction one of the 
challenges in the field of coastal engineering. Such wave breaking 
causes unexpected erosion in 60% of the coastal areas with SBWs 
(Ranasinghe and Turner, 2006) and occurs frequently on the east coast 
of Korea. Thus, to minimize the side effects of installing SBWs, 

understanding the coastal physical environment after their installation 
is essential. In this regard, various studies have been conducted 
through field observation and hydraulic model experiments. In 
particular, several studies on the transmission rate of the waves 
generated in the open sea to the hinterland caused by SBWs have been 
conducted in two-dimensional (2D) hydraulic model water tanks 
(Lorenzoni et al., 2012; Marin and Savov, 2017; Walmsley et al., 
2002), but the flow in the coastal direction and the diffraction of waves 
caused by SBWs cannot be considered. Haller et al. (2002) explained 
that the flow generated between SBWs dominates the flow pattern in 
the hinterland of SBWs and near the coastline through a three-　
dimensional (3D) hydraulic model experiment. Ranasinghe et al. 
(2010) and Ranasinghe et al. (2006) analyzed the experiment results of 
previous studies (Dean et al., 199; Groenewoud et al., 1996; Nobuoka 
et al., 1996) and presented the pattern of the circulation flow (2-cell 
circulation, 4-cell circulation) that appears as wave breaking dissipates 
behind SBWs. The latter proposed that the flow’s pattern is 
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determined by the location and dimensions of the structure (width and 
crest height of SBWs) as well as incident waves from the open sea, 
which are major factors that cause the advance and retreat of the 
coastline. However, they had limitations in spatially observing 
complex phenomena that occur around SBWs comprehensively, with 
studies actively conducted worldwide on the development and 
advancement of numerical modeling techniques to evaluate the 
changes in waves, currents, and topography caused by the installation 
of SBWs in advance (Johnson et al., 2005; Liang et al., 2015; 
Magdalena et al., 2020; Quataert et al., 2020). However, previous 
studies reproduce the coastal flow, sediment transport, and 
topographic changes caused by SBWs through a 2D precision model to 
simulate the attenuation of the waves caused by SBWs and a planar 
model based on water depth integration and wave-governing 
equations. In this study, the simulating waves till shore (SWASH) 
model was used to simulate flow velocity by dividing layers in the 
vertical water-depth direction and accurately simulate the flow in the 
coastal area where the dissipation of wave-breaking is important or in 
front of and behind SBWs compared to planar models (Smit et al., 
2013). Suzuki et al. (2011) and Liang et al. (2015) compared 
simulation results with water tank experiment results to examine the 
applicability of the SWASH model to coastal areas where artificial 
structures are installed. The wave transformation and overtopping 
caused by SBWs were well simulated; however, only the effects in the 
vertical direction were considered in both studies. Rathnayaka and 
Tajima (2020) compared flow field simulation results around SBWs 
with hydraulic experiment results to evaluate the reproducibility of the 
SWASH model for the single-layer mode and two-layer mode and 
concluded that complex wave changes and flows behind SBWs are 
better simulated in the two-layer mode. Da Silva et al. (2022) 
examined the influence of SBWs on coastal flow and wave runup 
using the SWASH model and explained that the average flow pattern 
that occurs on the coast could be used as a means of predicting the 
sediment transport pattern. In Korea, the flow characteristics of coastal 
wave-induced currents were analyzed using the SWASH model (Jang 
et al., 2014; Kang et al., 2015; lee et al., 2015); however, the analysis 
was conducted by applying single-layer models to the beach with no 
SBW. 

In this study, SWASH, a quasi-3D numerical model that can 
simulate vertical and horizontal flows simultaneously, was used to 
precisely simulate wave transformation and coastal flow in the event 
of a typhoon (Zijlema et al., 2011). The simulation results were 
indirectly compared using topographic change observation data before 
and after a typhoon. To this end, observation data acquired from 
Bongpo Beach were used, with erosion and deposition patterns in 
Bongpo Beach analyzed through wave series dominant on the beach 
during typhoon and the water depth difference by section before and 
after a typhoon. Considering it is difficult to identify mechanisms that 
cause sediment transport and topographic changes using observation 
data alone in Bongpo Beach, where several structures, including 
SBWs, are installed, the coast where SBWs were installed was divided 

into four layers in the vertical direction, with flow simulation was 
performed for each layer. The analysis of the flow field and wave 
transformation results of the depth layer that dominantly causes 
topographic changes among the simulation results confirmed that the 
coastal flow was different depending on the incident wave conditions. 
Bongpo Beach was divided into sections for effective analysis, and 
wave conditions that dominantly cause topographic changes were 
proposed. 

2. Target Sea Area and Observation Data

2.1 Study Area
In this study, data was collected through field observation, with 

numerical simulation performed to investigate phenomena using the 
data for Cheonjin–Bonpo Beach, where coastal maintenance projects 
were performed and SBWs were installed due to continuous coastal 
erosion after the construction of Cheonjin Port. Cheonjin–Bongpo 
Beach is inclined by approximately 45 degrees from the north and 
open to the northeast in the form of a beak, with waves more dominant 
than tides (Fig. 1). The total coastline length is 1.15 km, with the beach 
mostly comprising sand. After coastal maintenance projects, the 
average median particle diameter ( ) was approximately 0.7 mm. 
The tidal range is approximately 18 cm and the influence of tidal 
currents is limited. The introduction of east-northeast (ENE) waves 
perpendicular to the coastline is dominant. The port located to the 
north of this beach is Cheonjin and the port to the south is Bongpo. The 
beaches in the middle are also divided into Cheonjin and Bongpo 
Beach, but they are collectively referred to as Bongpo Beach in this 
study. The target sea area had continuous erosion problems due to the 
construction of the ports and installation of revetment and was thus 
designated as an area subjected to erosion grade evaluation in surveys 
on coastal erosion since 2005. The evaluation is performed based on 
the monitoring grade evaluation criteria of the Ministry of Oceans and 
Fisheries, with four grades dependent on the evaluation results: A 
(excellent), B (moderate), C (concerned), and D (serious). Concerning 
Bongpo Beach, the extension of breakwaters in Cheonjin Port and the 
construction of coastal roads were analyzed as the causes of erosion. 
Bongpo Beach was continuously classified as grades C and D from 
2010 to 2016, indicating that the sandy beach and hinterland are 
vulnerable to disasters. Accordingly, coastal maintenance projects, 
including installation of SBWs and beach nourishment, were 
performed every year from 2016 to 2019 as countermeasures against 
erosion. Consequently, three SBWs with a length of 150 m and a width 
of 40 m were installed on the front of the beach, located at 50 cm 
below sea level. The distance between them is approximately 80 m, 
with all of them located approximately 110 m from the coastline. The 
average beach width before the coastal maintenance projects was 
found to be approximately 35 m for Cheonjin and 28 m for Bongpo 
Beach. After the projects, the widths increased to approximately 44 
and 35 m. Upon project completion, Cheonjin Beach was still 
classified as grade C, but Bongpo Beach was classified as grade A due 
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to the change in coastal sediment caused by the SBWs in the 
assessment performed in 2021. However, erosion still occurs due to 
summer typhoons and large height swell-like waves in winter.

2.2 Wave Data During the Typhoon Period
Wave observation was performed every hour from April 2020 to 

March 2021 by installing acoustic waves and currents (AWAC) at the 
mean sea level (MSL) (-) 25 m point (Fig. 1, W1). Fig. 2(a) shows the 
data from August 1 to October 1, 2020, when high waves occurred due 
to a typhoon in time series. When the significant wave height (Hs), 
peak period (Tp), peak wave direction (Dp), and wave rose during the 
entire observation period were analyzed, it was found that ENE waves 
were dominant (Fig. 2(b)). In the wave time-series data, Typhoon 
Maysak on September 3, 2020, which caused sand loss to the open sea 
and topographic changes in Bongpo Beach, is included. In this study, 
sediment transport and topographic change patterns in the SBW 
opening and hinterland by storm waves were analyzed using wave data 
and topographic observation data. Typhoon Maysak, with a minimum 
central pressure of 935 hPa and a maximum wind speed of 50–55 m/s, 
caused severe damage to the coastal areas of the East Sea, South Sea, 
and Jeju Island. At the wave observation point installed in Bongpo 
Beach, a maximum significant wave height of 5.43 m was observed, 
with a peak period of 10.01s. When the period during which Typhoon 
Maysak affected Bongpo Beach was analyzed in detail, both 
east-southeast (ESE) and ENE waves were found to be dominant (Fig. 
2(c)). ENE waves perpendicular to the coastline of Bongpo Beach, 
were dominant, with a high proportion of 50%. However, a relatively 
low significant wave height of 3 m or less was observed. In contrast, 
ESE waves oblique to the coastline included several significant wave 
heights of 3 m or higher, even though their frequency was lower (a 
proportion of 40%) compared to ENE waves. This wave direction 
distribution affected waves by varying the wind direction according to 
the direction of Typhoon Maysak and its center location (Fig. 2(d)); it 

is considered that high ESE waves caused sediment transport and 
topographic changes different from large height swell-like waves in 
winter.

2.3 Water Depth Data Before and After Storm Waves
Water depth observation was performed using an echo sounder 

(AquaRuler 200S, SonarTech) and a high-precision global navigation 
satellite system (GNSS) installed in a ship from MSL (-) 14 m to the 
MSL point. In addition, for the area from MSL to MSL (+) 5 m, 
including the coastline, data were acquired using real-time kinematic 
(RTK)-GNSS while moving along the coastline on foot with 
transportation equipment. In the case of Bongpo Beach, as almost no 
topographic change occurs outside MSL (-) 10 m, the depth of closure 
is judged to be approximately MSL (-) 10 m (Lim et al., 2021). Six 
observations were performed at 5 m or 10 m intervals to analyze the 
topographic changes caused by storm waves and high waves from 
July 2020 to March 2021. Five periods were analyzed based on the 
water depth observation time points, as shown in Table 1, classified 
into three erosion (E) periods when topographic changes are expected 
under the influence of high significant wave heights and two 
stabilization periods when beach stabilization is confirmed after high 
wave. In this study, the water depth data of the E1 period, which 
showed sand loss and topographic changes due to Typhoon Maysak 
after beach stabilization, were analyzed. When the water depth data 
before (August 25, 2020) and after (September 6, 2020) the typhoon 
were compared, it appears that the sand eroded near the coastline was 
transported and deposited in the hinterland of SBWs, which ranged 
from MSL (-) 4 m to MSL (-) 2 m. The sand volume, calculated 
where the water depth difference before and after the typhoon, was 
significant in analyzing the transport path of the lost sand in detail. 
Moreover, Bongpo Beach was divided into three sections to ensure 
that the difference between the erosion and deposition amounts could 
be minimized (Fig. 3). In this instance, the difference between the 

Fig. 1 Study area location (Bongpo Beach) with observation points, W1 (from Google Earth).
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(a)

(b) (c)

(d)

Fig. 2 Wave and typhoon data (a) Wave data in time-series collected during Aug.–Oct., 2020 (significant wave height, peak period, 
peak direction at W1), (b) Wave rose during Apr., 2020–Mar., 2021, (c) Wave rose during typhoon Maysak, and (d) Path of
typhoon Maysak with a time of arrival in Korea (KMA, 2020).
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Table 2 Erosion and accretion volume and volume difference in 
each section

Volume (m³) Section 1 Section 2 Section 3

Erosion volume 14,563 4,025 10,831

Accretion volume 16,619 4,759 9,151

Difference 2,056 734 1,680

erosion and accretion volumes was approximately 2,000 m³ in each 
section. Table 2 shows the volumes and volume differences in each 
section. In sections 2 and 3, the sand lost from the coastline is 
estimated to be deposited in the hinterland of SBWs 2 and 3. In the 
case of section 1, which shows complex water depth differences in 
many areas, there are limitations in predicting phenomena using 
observation data alone. Therefore, for the section, it is deemed 
necessary to analyze erosion and accretion patterns considering wave 
conditions that cause topographic changes and flow simulation 
results.

2.4 Flow Patterns in the Hinterland of SBWs
As aforementioned, the circulation flow pattern is determined by the 

distance between the coastline and SBWs and incident wave 
conditions on the coast where SBWs are installed. Fig. 4 briefly shows 
the patterns of coastal currents that may occur in the hinterland of 

SBWs, which were discussed in previous studies (Ranasinghe et al., 
2010; Ranasinghe and Turner, 2006). First, when the phenomenon that 
waves pass through SBWs and proceed to the hinterland is dominant, 
the water level of the hinterland rises, making the flow from the 
openings of the SBWs toward the open sea dominant, thereby 
generating two symmetrical circulation flows (2-cell current pattern) 
(Fig. 4(a)). In contrast, when the energy of waves is significantly 
dissipated while passing over SBWs, the flow in a direction parallel to 
the coastline becomes dominant, with four strong symmetrical 
circulation flows occurring in the hinterland of the SBWs, where wave 
energy is relatively low (4-cell current pattern) (Fig. 4(b)). In the 2-cell 
pattern, the erosion of the hinterland is induced because sand is 
transported from the hinterland to the openings of the SBWs. As for 
the 4-cell pattern, the accretion of the hinterland is dominant because 
the sand at the openings of the SBWs is transported to the hinterland. 
All flows shown in Fig. 4 are circulation patterns caused by normal 
incident waves. Oblique incident waves cause the development of 
longshore currents due to the direction of waves in the hinterland, 
while asymmetrical circulation flows significantly affected by the 
direction of longshore currents occur at erosion and accretion points 
(Ranasinghe et al., 2006).

Analyzing the topographic observation data, it was found that 
erosion near the coastline was dominant for Bongpo Beach due to 
Typhoon Maysak. It is estimated that ENE waves, which are 

Period Time interval 
between bathymetric survey (day)

Average during each period
 (m) (s) (degree)

S1 2020/07/08–2020/08/25 (49) 0.5 5.7 93.5
E1 2020/08/25–2020/09/06 (13) 1.1 7.0 94.6
E2 2020/09/06–2020/09/10 (5) 1.4 7.2 96.6
S2 2020/09/10–2020/11/24 (76) 0.9 6.3 62.7
E3 2020/11/24–2021/03/08 (105) 1.1 7.5 72.3

Fig. 3 Bathymetry of Bongpo Beach Top: Bottom topography before and after the typhoon Maysak; Bottom: Elevation difference (∆)
of measured bed level between Aug. 25 and Sep. 6, 2020, indicating positive value (accretion) and negative value (erosion).

Table 1 Summary of observation data from 29 August–30 October 2019
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perpendicular to the coastline, formed the 2-cell circulation pattern in 
section 2 where SBW 2 was installed, thereby causing erosion from the 
hinterland and accretion in the opening (Fig. 3). Simultaneously, 
through the erosion point deflected to the northwest (NW) from the 
central part of the hinterland of SBW 2, it is considered that ESE 
waves formed asymmetrical circulation flows by developing strong 
NW longshore currents in the hinterland of SBW2. Notably, the 
Cheonjin Port breakwater generated southeast (SE) longshore currents 
in the hinterland of SBW 1 by causing reflected and diffracted waves 
in section 1, and the reflected waves by the jetty installed on the 
southeast side of SBW 3 generated NW longshore currents in the 
hinterland of SBW 3 in section 3, indicating that these two flows only 
strengthened the flow toward the openings of the SBWs.

3. Numerical Model Introduction and Input Data

3.1 SWASH Model
In this study, the SWASH model developed was based on the 

research by Smit et al. (2013), Stelling and Duinmeijer (2003), Stelling 
and Zijlema (2003), Zijlema and Stelling (2008), Zijlema et al. (2011), 
and Zijlema and Stelling (2005) and was used to identify the flow 
characteristics of Bongpo Beach under storm wave conditions. The 
SWASH model simulates hydrodynamic processes (e.g., nonlinear 
waves, rotational flows, and energy and sediment transport 
phenomena) caused by wave transformation on the coast; its governing 
equations are nonlinear shallow water equations that include a 
non-hydrostatic pressure term based on the Navier–Stokes equations. 
The SWASH model uses the approximation of linear dispersion and 
simulates the flow of layers in the vertical direction by performing 
wave transformation calculations with improved accuracy. This model 
also calculates the energy dissipation caused by wave breaking and 
effectively reproduces the characteristics of nonlinear waves under 
wave-breaking conditions, making it suitable for large-scale storm 
wave and high wave calculations.

3.2 Grid and Model Construction
The simulation domain included all areas from Cheonjin to Bongpo 

Port, considering ESE storm waves that interact with the latter Port as 
oblique incident waves toward the coastline. For efficient calculation, 
244 (cross-shore) × 289 (alongshore) variable grids were formed (Fig. 

5). Different grid resolutions were applied depending on the section 
considering stabilization conditions. First, in the case of the 
cross-shore direction, the grid was constructed so that the grid size 
could range from 2–4 m near the open sea and 0.9–1.2 m near the surf 
zone and SBWs. In the case of the alongshore direction, the grid size 
ranged from 3.6–5 m for Bongpo Beach (where SBWs were installed) 
and 6–10 m for other areas, indicating a smaller grid size for the area of 
interest with SBWs. 

The number of layers in the vertical direction significantly impacts 
computation times. In this study, four layers were divided considering 
the distance between the SBWs located in Bongpo Beach and the sea 
level is approximately 50 cm. The water depth data before the 
occurrence of Typhoon Maysak was used for bottom boundary 
conditions (Fig. 5), with the porosity coefficient set in the grid cells 
where SBWs were located regardless of the layers. For the physical 
coefficients and input conditions required in the numerical simulation, 
the default values presented in the SWASH model user manual were 
used as presented in Table 3 (SWASH team, 2020). Next, the diameter 
of the structure’s size was applied. The significant wave height (Hs), 
peak period (Tp), and peak wave direction (Dp) data were used as 
open-sea wave boundary conditions, with the input reduction tool 
(Deltares, 2017) applied for the wave data during the typhoon period. 
A total of ten representative wave conditions (Table 4) were created, 
with the 2D Joint North Sea wave project (JONSWAP) spectrum 
simulated every 30 minutes. To minimize reflection in the open sea 
boundary, except for the incident wave boundary, a sponge layer with 

Table 3 Computational information and physics of SWASH model

Information

Grid size
Cross-shore 0.94 m
Alongshore 3.6–10 m

Vertical layer 4 layer
Simulation time 2 h
Spectrum JONSWAP

Porosity structure
Size 3.0 m
Alpha 0 200
Beta 0 1.1

Bottom friction 0.019 m²/s³
Water density 1,025 kg/m³
Gravitational acceleration 9.81 m/s²

Fig. 4 Patterns of nearshore circulation (a) 2-cell and (b) 4-cell circulation patterns. Arrows denote wave-averaged (mean) flow patterns.
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a length of 3–4 times the wavelength was applied. The simulation time 
was set to 1 h considering the time required for the stabilization of 
wave-induced currents. The significant wave height and the flow 
velocity and direction by layer for analyzing flow characteristics were 
output using 30-minute average values. SWASH version 7.01 was 
used for all numerical simulations, and numerical simulations were 
performed with 36 nodes in parallel using MPI (Message passing 
interface) to reduce the computation time.

4. Numerical Simulation Results

The results of previous studies indicate that the flow pattern in the 
hinterland of SBWs significantly varies depending on the installation 
location of SBWs, wave height, and wave direction. As such, input 
wave conditions were classified into ENE and ESE waves in this 
study, as described in section 2.2, with the flow simulation results of 
each case analyzed. Among the flow velocity simulation results by 
layer, the top layer adjacent to the sea level (near-surface layer, k1) 
and the bottom layer closest to the bottom (near-bottom layer, k4) were 
analyzed and indirectly compared with the topographic observation 
results because the simulation results of the near-surface layer (k1) can 
easily explain the flow pattern that occurs on the water surface while 

the results of the near-bottom layer (k4) can easily describe the overall 
sediment transport pattern that occurs at the seabed of the coast. In this 
study, among the ten wave conditions for numerical simulation, two 
ENE and two ESE waves with high appearance rates and wave energy 
were calculated and the simulation results were analyzed (Table 4, 
Cases 1–4).

4.1 Significant Wave Height Results According to the Incident 
Wave Condition

When SBWs are installed as in Bongpo Beach, erosion and 
accretion at the opening and hinterland of the SBWs show different 
characteristics depending on the direction of the incident waves from 
the open sea, analyzed using the wave transformation simulation 
results of Bongpo Beach after introducing ENE and ESE waves are 
shown in Fig. 6, with areas with relatively high wave energy marked 
with red dotted lines. First, concerning ENE waves, a high significant 
wave height of more than 1.5 m reached the coastline through the 
openings of the SBWs (Fig. 6(a)), and the corresponding locations 
were eroded by more than 0.8 in the actual topographic observation. In 
the case of ESE waves, significant wave heights of approximately 2 m 
were introduced into the openings, and the entire hinterland of 
Cheonjin Port was particularly affected (Fig. 6(b)). Such wave energy 

Fig. 5 Computational domain of curvilinear grid and depth for SWASH modeling.

Table 4 Wave condition for SWASH modeling

Case
Wave condition

Series
 (m) (s) (degree) Proportion

1 2.22 6.8 53.1 0.21 ENE
2 2.25 6.5 70.2 0.17 ENE
3 1.59 10.2 110.5 0.17 ESE
4 2.7 11.5 99.4 0.08 ESE
5 2.33 11.3 106.9 0.08 ESE
6 4.17 8.4 91.0 0.04 ESE
7 3.56 11.8 98.1 0.04 ESE
8 2.72 7.5 75.5 0.04 ENE
9 1.41 4.8 71.1 0.04 ENE
10 1.85 7.3 51.6 0.04 ENE
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distribution behind SBWs causes a rise in water level and the 
generation of diffracted waves in the hinterland, which is the main 
factor that develops cross-shore and longshore flows through the 
openings of SBWs.

4.2 Flow Simulation Results by Normal Incident Waves (ENE 
Series)

First, among the normal incident wave conditions, the flow patterns 
simulated in cases 1 and 2 with relatively high appearance rates and 
wave energy are shown in Fig. 7 and were analyzed. Figs. 7(a) to 7(b) 
show the simulation results at the near-surface layer (k1), while Figs. 
7(c) to 7(d) show the simulation results at the near-bottom layer (k4). 
Overall, the flow patterns of both cases are not significantly different, 
and their magnitudes are somewhat different depending on the wave 
direction. The analysis of the flow velocity distribution shows that 
high flow velocity occurred near the coastline for both layers and that 
a large amount of sand was transported; in addition, topographic 
changes were caused in areas with a flow velocity of more than 0.4 
m/s. For the flow of the k4 layer, 0.7 m/s or higher flows in the ESE 

direction were generated near the coastline of the hinterland of the 
SBW openings where a large amount of wave energy was introduced, 
and the flow velocity in the hinterland of SBWs 2 and 3 decreased. 
These flow patterns were similar to the erosion and accretion patterns 
in sections 2 and 3, indicating that the flow was well reproduced. In 
section 1, as the erosion and accretion patterns were properly 
reproduced only in the hinterland of SBW 1, the section was divided 
again into sections 1-A and 1-B. In section 1-B area of the k1 layer, a 
strong flow (0.7 m/s or higher) was developed toward the hinterland of 
SBW 1 (S series) due to the strong incident wave energy through the 
opening between the Cheonjin Port breakwater and SBW 1 (Figs. 7 (a)
–(b)), causing a strong flow (0.6 m/s or higher) toward the opening 
between SBWs 1 and 2 in the k4 layer (Figs. 7 (c)–(d)), effectively 
explaining the erosion and accretion patterns in section 1-B. However, 
in section 1-A, it is difficult to explain the erosion and accretion 
patterns in the opening between the Cheonjin Port breakwater and 
SBW with the simulated flow velocity patterns, indicating that ENE 
waves have limited influence on the sediment transport and 
topographic changes in section 1-A.

Fig. 6 Map view of calculated significant wave height Hs (colors) and areas with a Hs of 2 m or more (red dot line): (a) Wave 
condition of ENE series, (b) Wave condition of ESE series. The black arrows indicate the input wave direction.

Fig. 7 Map view of simulated mean current velocity of (a) k1 in case1, (b) k1 in case2, (c) k4 in case1, (d) k4 in case2, and (e) 
Elevation difference (∆) of measured bed level.
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4.3 Flow Simulation Results by Oblique Incident Waves (ESE 
Series)

Among the ESE incident wave conditions, the numerical simulation 
results of cases 3 and 4 with relatively high wave energy and 
appearance rates are shown in Fig. 8. When ESE waves were 
introduced, the flow near the coastline was strongly developed in the 
near-surface layer (k1) and its magnitude was simulated to be more 
than 0.8 m/s (Figs. 8 (a)–(b)). In the case of the near-bottom layer (k4) 
that significantly affects sediment transport, it appears that the 
sediment transport of the coast was active when the flow velocity 
exceeded 0.4 m/s, which was particularly significant in section 1. This 
means that ESE waves caused sediment transport and topographic 
changes in section 1. A strong flow (0.6 m/s or higher) toward SBW 1 
(SSE series) and a strong ES-series flow in the hinterland of SBW 1 
(0.5 m/s or higher) occurred through the combination of the relatively 

high wave energy introduced from the open sea, the reflected waves by 
the Cheonjin Port breakwater, and the refraction and diffraction of 
waves. These flows caused erosion in the corresponding areas and 
some of the lost sand was deposited in section 1-A with a relatively 
low flow velocity (0.1 m/s or less), consistent with the topographic 
observation results. This pattern is prominent in case 4 with relatively 
high wave energy (Fig. 8(d)).

Fig. 9 shows the flow velocity as red solid lines perpendicular to the 
coastline marked in Figs. 7(c) to 7(d) and Figs. 8(c) to 8(d). The flow 
velocity decreases in the opening between the Cheonjin Port 
breakwater and SBW 1, and that accretion is dominant in this area. The 
flow velocity variance was analyzed to be larger in Fig. 9(b) where 
ESE waves were simulated compared to Fig. 9(a) where ENE waves 
were introduced. This shows that ESE waves caused topographic 
changes more dominantly in section 1-A (opening between the 

Fig. 8 Map view of simulated mean current velocity of (a) k1 in case3, (b) k1 in case4, (c) k4 in case3, (d) k4 in case4, and (e) 
Elevation difference (∆) of measured bed level.

Fig. 9 Flow velocity variance of (a) ENE series and (b) ESE series between Cheonjin Port and SBW1.
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Cheonjin Port breakwater and SBW 1) even though erosion and 
accretion were caused by both ENE and ESE waves.

5. Conclusions

In this study, numerical simulation was performed using field 
observation data to precisely analyze flow patterns that cause 
topographic changes and sediment transport in the coast where 
submerged breakwaters (SBWs) are installed, with the simulation 
results indirectly compared with topographic change observation data 
before and after a typhoon. Bongpo Beach, with SBWs installed 
through coastal maintenance projects tackling the continuous erosion 
problem, was selected as the study area. The wave and water depth 
data during the Typhoon Maysak period collected from Bongpo Beach 
were analyzed, revealing that both ENE waves, introduced in a 
direction perpendicular to the coastline, and ESE waves, introduced in 
oblique directions to the coastline, are dominant. In particular, it is 
considered that ESE waves caused sediment transport differently from 
large height swell-like waves in winter because they contain several 
high waves with a height of more than 3 m. Six water depth 
observations were performed from July 2020 to March 2021. Among 
them, the water depth data before and after Typhoon Maysak were 
compared and analyzed to examine the topographic changes in 
Bongpo Beach caused by storm waves (Fig. 3). The sand volume was 
calculated in places where the water depth difference was significant 
for effective analysis. Based on these calculations, Bongpo Beach was 
divided into three sections. The analysis results show that strong 
erosion occurred in areas close to the coastline of Bongpo Beach after 
the typhoon hit, similar to the characteristics of the 2-cell circulation 
pattern among the patterns presented in previous studies (Fig. 4(a)). 
However, there are limitations in understanding this phenomenon with 
observation data alone because structures other than the SBWs 
installed in Bongpo Beach, such as the Cheonjin Port breakwater and 
jetty, and various incident wave conditions transform the circulation 
patterns generated in the hinterland of the SBWs and create complex 
flows. To simulate such coastal flows, SWASH, a quasi-3D numerical 
model that can simulate vertical and horizontal flows simultaneously, 
was used. The simulation domain included all areas from Cheonjin 
Port to Bongpo Port, considering ESE waves introduced in oblique 
directions, and the grids of the area of interest with SBWs were more 
densely constructed using variable grids (curvilinear & non- 
equidistance grid) to improve the efficiency of numerical simulation. 
Four layers were divided in the vertical direction, with ten cases with 
different wave conditions created by applying the input reduction tool 
to the wave data obtained from acoustic waves and currents (AWAC). 
The simulation results showed that the direction of incident waves 
acted as a main factor that determines the flow pattern and topographic 
changes in Bongpo Beach where SBWs were installed and that the 
flows in the near-surface layer (k1) and near-bottom layer (k4) easily 
explain the overall sediment transport pattern in Bongpo Beach. When 
ENE waves were dominant, the flows toward the SBW hinterland in 

the near-bottom layer (k4) were similar to the erosion and accretion 
patterns in sections 2 and 3. In section 1-B, the overall flows in the 
near-surface layer (k1) and near-bottom layer (k4) well explained the 
erosion and accretion patterns. In contrast, in section 1-A, when ESE 
waves were dominant, the strong flow near SBW 1 and the section 
with low flow velocity in the near-bottom layer (k4) were found to be 
similar to the erosion and accretion patterns. In particular, the analysis 
of the flow velocity variance shows that topographic changes in 
section 1-A were more dominantly caused by ESE waves than ENS 
waves. 

These results indicate that it is possible to simulate the flow in 
Bongpo Beach where SBWs are installed by layer through the 
SWASH model and that the phenomena of sections where sediment 
transport and topographic changes are dominant can be inferred 
according to the incident wave conditions. This study failed to directly 
compare the numerical simulation results of flow by layer with the 
wave and flow velocity observation data during high wave occurrence 
periods, such as typhoons; however, the reliability of the model is 
considered high based on the results derived through an indirect 
comparison with the actual topographic change patterns. In addition, a 
comparison of the results of the quasi-3D model and the depth- 
averaged 2D model suggested that the quasi-3D model can predict the 
spatial flow pattern and sediment transport pattern in the hinterland of 
SBWs more accurately under high wave conditions, such as typhoons, 
which will be significantly helpful in designing efficient SBW 
arrangement plans.
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Increment of total operating cost ($/yr)
Lower heating value (kJ/kg)
Power (kW)
Temperature (K)
Volume (m3)
Density (kg/m3)

1. Introduction

The introduction should briefly place the study in a broad context and highlight why it is important. It should define the purpose of the work and 
its significance. The current state of the research field should be reviewed carefully and key publications cited. Please highlight controversial and 
diverging hypotheses when necessary. Finally, briefly mention the main aim of the work and highlight the principal conclusions. As far as possible, 
please keep the introduction comprehensible to scientists outside your particular field of research.
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1) Describe the research background and aims in 1-2 sentences
2) Describe the research/analysis method (method section) in 2-3 sentences.
3) Describe the research/analysis results (results) in 2-3 sentences.
4) Describe the research conclusion in 1-2 sentences.
**Abstract Editing Guidelines**
1) Review English grammar.
2) Describe in 150-200 words.
3) When using an abbreviation or acronym, write the acronym after full words.
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2. General Information for Authors

2.1 Research and Publication Ethics
Authorship should be limited to those who have made a significant contribution to the conception, design, execution, or interpretation of the 

reported study. All those who have made significant contributions should be listed as co-authors. Where there are others who have participated in 
certain substantive aspects of the research project, they should be acknowledged or listed as contributors.

The corresponding author should ensure that all appropriate co-authors and no inappropriate co-authors are included on the paper, and that all 
co-authors have seen and approved the final version of the paper and have agreed to its submission for publication.

Details on publication ethics are found in the journal's website (http://joet.org/authors/ethics.php). For the policies on research and publication 
ethics not stated in the Instructions, Guidelines on Good Publication (http://publicationethics.org/) can be applied.

2.2 Requirement for Membership
One of the authors who submits a paper or papers should be member of The Korea Society of Ocean Engineers (KSOE), except a case that editorial 

board provides special admission of submission.

2.3 Publication Type
Article types include scholarly monographs (original research articles), technical articles (technical reports and data), and review articles. The 

paper should have not been submitted to another academic journal. When part or whole of a manuscript was already published to conference 
papers, research reports, and dissertations, then the corresponding author should note it clearly in the manuscript.

Example: It is noted that this paper is revised edition based on proceedings of KAOST 2100 in Jeju.

2.4 Copyright
After published to JOET, the copyright of manuscripts should belong to KSOE. A transfer of copyright (publishing agreement) form can be 

found in submission website (http://www.joet.org).

2.5 Manuscript Submission
Manuscript should be submitted through the on-line submission website (http://www.joet.org). The date that manuscript was received through 

on-line website is the official date of receipt. Other correspondences can be sent by an email to the Editor in Chief or secretariat. The manuscript 
must be accompanied by a signed statement that it has been neither published nor currently submitted for publication elsewhere. The manuscript 
should be written in English or Korean. Ensure that online submission is in a standard word processing format. Corresponding author must write 
the manuscript using the JOET template provided in Hangul or MS Word format.  Ensure that graphics are high-resolution. Be sure all necessary 
files have been uploaded/ attached. 

2.5.1 Authoer’s checklist 
Authoer’s checklist and Transfer of copyright can be found in submission homepage (http:/www.joet.org).

3. Manuscript 

Manuscript must be edited in the following order: (1) Title, (2) Authors' names and affiliations, (3) Keywords, (4) Abstract, (5) Nomenclature 
(optional), (6) Introduction, (7) Main body (analyses, tests, results, and discussions), (8) Conclusions, (9) Conflict of interest, (10) Funding 
(optional), (11) Acknowledgements (optional), (12) References, (13) Appendices (optional), (14) Author’s ORCIDs.

3.1 Unit
Use the international system units (SI). If other units are mentioned, please give their equivalent in SI.

3.2 Equations
All mathematical equations should be clearly printed/typed using well accepted explanation. Superscripts and subscripts should be typed clearly 

above or below the base line. Equation numbers should be given in Arabic numerals enclosed in parentheses on the right-hand margin. The 
parameters used in equation must be defined. They should be cited in the text as, for example, Eq. (1), or Eqs. (1)–(3).
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   exp⁄  ≠
expexp⁄  

(1)

in which , ,
 
and  represent the location (“Shift” in figures), scale, and shape parameters, respectively.

3.3 Tables
Tables should be numbered consecutively with Arabic numerals. Each table should be typed on a separate sheet of paper and be fully titled. All 

tables should be referred to in the texts.

Table 1 Tables should be placed in the main text near to the first time they are cited

Item Buoyancy riser
Segment length1) (m) 370
Outer diameter (m) 1.137
Inner diameter (m) 0.406
Dry weight (kg/m) 697

Bending rigidity (N·m2) 1.66E8
Axial stiffness (N) 7.098E9

Inner flow density (kg·m3) 881
Seabed stiffness (N/m/m2) 6,000

1)Tables may have a footer.

3.4 Figures
Figures should be numbered consecutively with Arabic numerals. Each figure should be fully titled. All the illustrations should be of high 

quality meeting with the publishing requirement with legible symbols and legends. All figures should be referred to in the texts. They should be 
referred to in the text as, for example, Fig. 1, or Figs. 1–3.

(a) (b) 

Fig. 1 Schemes follow the same formatting. If there are multiple panels, they should be listed as: (a) Description of what is contained in the first 
panel; (b) Description of what is contained in the second panel. Figures should be placed in the main text near to the first time they are cited

3.5 How to Describe the References in Main Texts
- JOET recommends to edit authors’ references using MS-Word reference or ZOTERO plug-in
- How to add a new citation and source to a document using MS-Word is found in MS Office web page:

https://support.microsoft.com/en-us/office/add-citations-in-a-word-document-ab9322bb-a8d3-47f4-80c8-63c06779f127
- How to add a new citation and source to a document using ZOTERO is found in zotero web page: https://www.zotero.org/

4. Results 

This section may be divided by subheadings. It should provide a concise and precise description of the experimental results, their interpretation as 
well as the experimental conclusions that can be drawn. Tables and figures are recommended to present the results more rapidly and easily. Do not 
duplicate the content of a table or a figure with in the Results section. Briefly describe the core results related to the conclusion in the text when 
data are provided in tables or in figures. Supplementary results can be placed in the Appendix.
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5. Discussion

Authors should discuss the results and how they can be interpreted in perspective of previous studies and of the working hypotheses. The 
findings and their implications should be discussed in the broadest context possible. Future research directions may also be highlighted

6. Conclusions

This section can be added to the manuscript.

Conflict of Interest  

It should be disclosed here according to the statement in the Research and publication ethics regardless of existence of conflict of interest. If the 
authors have nothing to disclose, please state: “No potential conflict of interest relevant to this article was reported.”, “The authors declare no 
potential conflict of interest.”, “The authors declare that they have no conflict of interests.”

Funding (Optional)

Please add: “This research was funded by Name of Funder, grant number XXX” and “The OOO was funded by XXX”. Check carefully that the 
details given are accurate and use the standard spelling of funding agency names at https://search.crossref.org/funding

Acknowledgments (Optional)

In this section you can acknowledge any support given which is not covered by the author contribution or funding sections. This may include 
administrative and technical support, or donations in kind (e.g., materials used for experiments). For mentioning any persons or any organizations 
in this section, there should be a written permission from them. 

References

JOET follows the American Psychological Association (APA) style.  
- Some samples are found in following web pages: https://apastyle.apa.org/style-grammar-guidelines/references/examples or 

https://www.ntnu.edu/viko/apa-examples
- JOET recommends editing authors’ references using MS-Word reference or ZOTERO plug-in
- How to add a new citation and source to a document using MS-Word is found in MS Office web page: 

https://support.microsoft.com/en-us/office/add-citations-in-a-word-document-ab9322bb-a8d3-47f4-80c8-63c06779f127
- How to add a new citation and source to a document using ZOTERO is found in ZOTERO web page: https://www.zotero.org/

Appendix (Optional)

The appendix is an optional section that can contain details and data supplemental to the main text. For example, explanations of experimental 
details that would disrupt the flow of the main text, but nonetheless remain crucial to understanding and reproducing the research shown; figures of 
replicates for experiments of which representative data is shown in the main text can be added here if brief, or as Supplementary data. Mathematical 
proofs of results not central to the paper can be added as an appendix.

All appendix sections must be cited in the main text. In the appendixes, Figures, Tables, etc. should be labeled starting with ‘A’, e.g., Fig. A1, 
Fig. A2, etc.
Examples:

https://doi.org/10.26748/KSOE.2019.022
https://doi.org/10.26748/KSOE.2018.4.32.2.095
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Author ORCIDs 

All authors are recommended to provide an ORCID. To obtain an ORCID, authors should register in the ORCID web site: http://orcid.org. 
Registration is free to every researcher in the world. Example of ORCID description is as follows:

Author name ORCID
So, Hee 0000-0000-000-00X
Park, Hye-Il 0000-0000-000-00X
Yoo, All 0000-0000-000-00X
Jung, Jewerly 0000-0000-000-00X



Authors' Checklist

The following list will be useful during the final checking of a manuscript prior to sending it to the journal for review. Please submit 
this checklist to the KSOE when you submit your article.

< Checklist for manuscript preparation >
□ I checked my manuscript has been ‘spell-checked’ and ‘grammar-checked’.
□ One author has been designated as the corresponding author with contact details such as 

 - E-mail address
 - Phone numbers

□ I checked abstract 1) stated briefly the purpose of the research, the principal results and major conclusions, 2) was written in 150‒200 words, 
and 3) did not contain references (but if essential, then cite the author(s) and year(s)).

□ I provided 5 or 6 keywords.
□ I checked color figures were clearly marked as being intended for color reproduction on the Web and in print, or to be reproduced in color 

on the Web and in black-and-white in print.
□ I checked all table and figure numbered consecutively in accordance with their appearance in the text.
□ I checked abbreviations were defined at their first mention there and used with consistency throughout the article.
□ I checked all references mentioned in the Reference list were cited in the text, and vice versa according to the APA style.
□ I checked I used the international system units (SI) or SI-equivalent engineering units.

< Authorship checklist >
JOET considers individuals who meet all of the following criteria to be authors:

□ Made a significant intellectual contribution to the theoretical development, system or experimental design, prototype development, and/or 
the analysis and interpretation of data associated with the work contained in the article. 

□ Contributed to drafting the article or reviewing and/or revising it for intellectual content.
□ Approved the final version of the article as accepted for publication, including references.

< Checklist for publication ethics >
□ I checked the work described has not been published previously (except in the form of an abstract or as a part of a published lecture or 

academic thesis).
□ I checked when the work described has been published previously in other proceedings without copyright, it has clearly noted in the text.
□ I checked permission has been obtained for use of copyrighted material from other sources including the Web.
□ I have processed Plasgiarism Prevention Check through reliable web sites such as www.kci.go.kr, http://www.ithenticate.com/, or 

https://www.copykiller.org/ for my submission.
□ I agree that final decision for my final manuscript can be changed according to results of Plasgiarism Prevention Check by JOET 

administrator.
□ I checked one author at least is member of the Korean Society of Ocean Engineers.
□ I agreed all policies related to ‘Research and Publication Ethics’
□ I agreed to transfer copyright to the publisher as part of a journal publishing agreement and this article will not be published elsewhere 

including electronically in the same form, in English or in any other language, without the written consent of the copyright-holder.
□ I made a payment for reviewing of the manuscript, and I will make a payment for publication on acceptance of the article.
□ I have read and agree to the terms of Authors' Checklist.
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1. Authorship 
JOET considers individuals who meet all of the following criteria to 
be authors:
1) Made a significant intellectual contribution to the theoretical 

development, system or experimental design, prototype development, 
and/or the analysis and interpretation of data associated with the 
work contained in the article. 
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for intellectual content. 
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Correction of authorship after publication: JOET does not correct 
authorship after publication unless a mistake has been made by the 
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2. Originality and Duplicate Publication
All submitted manuscripts should be original and should not be in 
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the accepted manuscript should not be duplicated in any other scientific 
journal without permission of the Editorial Board, although the figures 
and tables can be used freely if the original source is verified according 
to the Creative Commons Attribution License (CC BY-NC). It is 
mandatory for all authors to resolve any copyright issues when citing 
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3. Conflict-of-Interest Statement
Conflict of interest exists when an author or the author’s institution, 
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are also known as dual commitments, competing interests, or competing 
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may occur during the research process as well; however, it is important 
to provide disclosure. If there is a disclosure, editors, reviewers, and 
reader can approach the manuscript after understanding the situation 
and the background of the completed research.
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